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rast: Data Center Instability
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rasit. Not A Problem?
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rasit. Not A Problem?

Percentile === p50 p90 == P95 == P99 == K9999

% 20 :4/- Fail-slow drive taken|down
é i / ‘ | | ‘ i / o o o e o o . o o o =
MW’#/\*’N’,\N'\"N/ : 4
C
2 o ' Contributing most tail latencies
Q ‘
= P A0\ 4e e/ A/
= A

Sun Mon Tue Wed Thu Fri Sat Sun

Day of the week

FA"-'SLOWiShW! Slow! Slow! Silent performance degradation!]

&

[Let‘s “dig” them out!& o 6 ©

Y=




raste Hard To Detect

* No Ground Truth in Identifying Fail-Slow
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rast: Fail-Slow Detection (FSD)

* Previous FSD Studies Are

Capturing and Enhancing In Situ System Observability
for Failure Detection

* Intrusive

Peng Huang Chuanxiong Guo Jacob R. Lorch Lidong Zhou
. . Johns Hopkins University ByteDance Inc. Microsoft Research
* Source Code Accessing/Altering Yingnog Dang
icroso,

IASO: A Fail-Slow Detection and Mitigation Framework
for Distributed Storage Services

* Coarse-grained

Biswaranjan Panda, Deepthi Srinivasan, Huan Ke*,
Karan Gupta, Vinayak Khot, and Haryadi S. Gunawi*

o N o d e - L eve I D ete ct i o n Nutanix Inc. University of Chicago*

Abstract absolute failure of sub-components but can also gracefully
handle the occurrence of performance faults.
‘We address the problem of “fail-slow” fault, a fault where In this context, our work in this paper makes the two fol-
a hardware or software component can still function (does lowing contributions:

not fail-stop) but in much lower performance than expected.
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rast: Fail-Slow Detection (FSD)

e Our Work Shares

* Years of Experiences in FSD

* A Practical FSD Framework named Perseus

* Root Cause Analysis



raste OQutline

FAILED EVALUATION &
DATASET ATTEMPTS PERSELS CONCLUSION




rasta Our Dataset

e 248K+ drives
e 55% NVMe SSD + 45% SATA HDD

* 4 manufacturers
* 9 major drive models

* Diverse cloud services:

* Log service, big data, E-commerce, table storage, stream
processing, database, object storage, data warehouse,
block storage



rasta Our Dataset

e 248K+ drives

* 10-month performance logs (iostat)

 Latency/throughput time series

* Test dataset released
* https://tianchi.aliyun.com/dataset/144479
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raste OQutline

FAILED EVALUATION &
ATTEMPTS PERSEUS CONCLUSION




rast: Failed Attempt: Threshold Filtering

Latency
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rast: Failed Attempt: Threshold Filtering
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rast: Failed Attempt: Threshold Filtering
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rast: Failed Attempt: Threshold Filtering
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Spike, Spike, Spike, Spike,

| ]
\/WW \ i
WAzt anin \ad And IV N

to Time t1 to Time t1

Latency
Throughput

Workload bursts are common causes of latency variations
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rast: Failed Attempt: Threshold Filtering

Latency
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rast: Failed Attempt: Threshold Filtering

Latency

Threshold are hard to decide

Dilemma {

Relaxed => More False Positives

Strict => Many Fail-Slow Undiscovered
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rast: Failed Attempt: Peer Evaluation
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Time-consuming to fine-tune
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rast: Design Guidelines

Insight: “Workload pressure can affect latency variations”

* How to model such a positive correlation?

Guideline: Model the latency-vs-throughput (LvT) distribution

Latency

LvT distribution

37\ Linear regression?

=> Define a statistically normal drive

Throughput
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rast: Design Guidelines

Insight: “No golden standards to identify fail-slow ”

FAIL-STOP FAIL-SLOW HEALTHY

Non-functional FuII-s:peed

Guideline: Non-binary output

* Model the likelihood of fail-slow
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rast: Raw Data
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Two groups

!

o cofovatyl,

Throughput

22



FasT: Raw Data
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rast: Step 1: Outlier Detection

Latency

Throughput
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rast: Step 2: Building Regression Model
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rast: Step 2: Building Regression Model
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rast: Step 3: Identifying Fail-Slow Event

Fail-slow event
AL

Time Time

Revisit the temporal dimension
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rast: Step 4: Evaluating Risk
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Quantify the slowness of drives
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raste Outline
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raste Evaluation Benchmark

e Built and released our self-assembled test dataset

Fail-Slow Detection Open Dataset

.
 Clear labels (fail-slow or not)

Description

This dataset aims at fail-slow detection on storage devices. Please refer to our paper (to appear in USENIX FAST 2023) for more details.

* 15 days of operational traces

Name Date Size Download

README.md 2023-01-13 1.42KB

1_cluster_ABCDE.zip 2023-01-25 379.70MB &
.

[ ] 4 1 K d r I Ve S 2_cluster_FGHIJ.zip 2023-01-25 1.48GB &4
cluster_info.csv 2023-01-25 555.00Bytes
slow_drive_info.csv 2023-01-25 9.45KB &L
5_cluster_PQST.zip 2023-01-25 556.42M8 0
7_cluster_UVWXY.zip 2023-01-25 1.01GB &
4_cluster_MNO.zip 2023-01-25 1.07GB &
3_cluster_KL.zip 2023-01-25 1.42GB
6_cluster_R.zip 2023-01-25 1.86GB &L

https://tianchi.aliyun.com/dataset/144479
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raste Evaluations

* Perseus outperforms all previous attempts (§5.4)
e Effectiveness of Perseus’s Design Choices (§5.5)

* Reduce Tail Latency By 31-48% (§5.6)

* Root Cause Analysis (§6)
More details in the paper!
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rasth. Root Cause Distribution

Among 315 Confirmed Fail-Slow Drives:

Software (252):

lll-implemented scheduler

e Manage I/0
[m); >

CPU Core HDD Environment (4):

Power & temperature
Manage I/O
'

: Resour.ce HDD Hardware (59):
------ ontention! Bad sector, bad capacitors, etc.
CPU :
Manage I/0 =

HDD
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FAST: Summary

Perseus
i > Non-intrusive & Accurate
Efficient (Performance) log-based Recall/precision rate > 0.99
Fail-Slow No source code altering
Detection W Fine-grained v/ General
Device-level detection One set of parameters fits all
scenarios

° @ . ... Adaptable to Other Problem Domains
et 4D D)
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Thank you!
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