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Abstract – Video streaming has traditionally been con-
sidered an extremely power-hungry operation. Existing
approaches optimize the camera and communication mod-
ules individually to minimize their power consumption.
However, designing a video streaming device requires
power-consuming hardware components and computa-
tionally intensive video codec algorithms that interface
the camera and the communication modules. For exam-
ple, monochrome HD video streaming at 60 fps requires
an ADC operating at a sampling rate of 55.3 MHz and
a video codec that can handle uncompressed data being
generated at 442 Mbps.

We present a novel architecture that enables HD video
streaming from a low-power, wearable camera to a nearby
mobile device. To achieve this, we present an “analog”
video backscatter technique that feeds analog pixels from
the photo-diodes directly to the backscatter hardware,
thereby eliminating power-consuming hardware compo-
nents, such as ADCs and codecs. To evaluate our design,
we simulate an ASIC, which achieves 60 fps 720p and
1080p HD video streaming for 321 µW and 806 µW, re-
spectively. This translates to 1000x to 10,000x lower
power than it used for existing digital video streaming
approaches. Our empirical results also show that we can
harvest sufficient energy to enable battery-free 30 fps
1080p video streaming at up to 8 feet. Finally, we design
and implement a proof-of-concept prototype with off-the-
shelf hardware components that successfully backscatters
720p HD video at 10 fps up to 16 feet.

1 Introduction
There has been recent interest in wearable cameras like
Snap Spectacles [16] for applications ranging from life-
casting, video blogging and live streaming concerts, polit-
ical events and even surgeries [18]. Unlike smartphones,
these wearable cameras have a spectacle form-factor and
hence must be both ultra-lightweight and cause no over-
heating during continuous operation. This has resulted

Figure 1: Target application. Our ultra-low-power HD streaming
architecture targets wearable cameras. We achieve this by performing
analog video backscatter from the wearable camera to a nearby mobile
device (e.g., smartphone).

in a trade-off between the usability of the device and its
streaming abilities since higher resolution video stream-
ing requires a bigger (and heavier) battery as well as
power-consuming communication and processing units.
For example, Snap Spectacle, while lightweight and us-
able, cannot stream live video [16] and can record only
up to one hundred 10-second videos (effectively less than
20 minutes) [16, 13] on a single charge.

In this paper, we ask the following question: Can we
design a low-power camera that can perform HD video
streaming to a nearby mobile device such as a smart-
phone? A positive answer would enable a wearable cam-
era that is lightweight, streams high quality video, and
is safe and comfortable to wear. Specifically, reducing
power consumption would reduce battery size, which in
turn addresses the key challenges of weight, battery life
and overheating. Finally, since users typically carry mo-
bile devices like smartphones that are comparatively not
as weight and power constrained, they can relay the video
from camera to the cloud infrastructure.

To understand this challenge, let us look at the dif-
ferent components of a video-streaming device: image
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(a) Conventional camera design

(b) Our camera design approach

Figure 2: The amplifier, AGC, ADC and compression module con-
sume orders of magnitude more power than is available on a low-power
device. In our design, these power hungry modules have been delegated
to the reader, eliminating their power consumption overhead from the
wireless camera.

sensor, video compression and communication. Image
sensors have an optical lens, an array of photo-diodes
connected to amplifiers, and an ADC to translate analog
pixels into digital values. A video codec then performs
compression in the digital domain to produce compressed
video, which is then transmitted on the wireless medium.
Existing approaches optimize the camera and communi-
cation modules individually to minimize power consump-
tion. However, designing an efficient video streaming
device requires power-consuming hardware components
and video codec algorithms that interface to the camera
and communication modules. Specifically, optical lens
and photo-diode arrays can be designed to consume as lit-
tle as 1.2 µW [22]. Similarly, recent work on backscatter
can significantly lower the power consumption of commu-
nication to a few microwatts [26, 23] using custom ICs.
Interfacing camera hardware with backscatter, however,
requires ADCs and video codecs that significantly add to
power consumption.

Table 1 shows the sampling rate and data rate require-
ments for the ADC and video codec, respectively. HD
video streaming requires an ADC operating at a high
sampling rate of more than at least 10 MHz. While the
analog community has reduced ADC power consumption
at much lower sampling rates [46, 20], state-of-the-art
ADCs in the research community consume at least a few
milliwatts at the high sampling rates [34]. Additionally,
the high data rate requires the oscillator and video codec
to run at high clock frequencies, which proportionally
increases power consumption. Specifically, video codecs
at these data rates consume 100s of milliwatts to a few
watts of power [2].

We present a novel architecture that enables video
streaming on low-power devices. Instead of indepen-
dently optimizing the imaging and the communication
modules, we jointly design these components to signifi-
cantly reduce system power consumption. Our architec-

Figure 3: Sample HD video frame streamed with our analog video
backscatter design. Our prototype was placed 4 feet from the reader.

ture, shown in Fig. 2b, takes its inspiration from the Great
Seal Bug [5], which uses changes in a flexible metallic
membrane to reflect sound waves. Building on this idea,
we create the first “analog” video backscatter system. At
a high level, we feed analog pixels from the photo-diodes
directly to the backscatter antenna; we thus eliminate
power-hungry ADCs, amplifiers, AGCs and codecs.

Our intuition for an analog video backscatter approach
is to shift most of the power-hungry, analog-to-digital
conversion operations to the reader. Because analog sig-
nals are more susceptible to noise than digital ones, we
split the ADC conversion process into two phases, one
performed at the video camera, and one accomplished
at the reader. At the video camera, we convert analog
pixel voltage into a pulse that is discrete in amplitude but
continuous in time. This signal is sent via backscatter
from the camera to the reader. Avoiding the amplitude
representation in the wireless link provides better noise
immunity. The reader measures the continuous length
pulse it receives to produce a binary digital value. Philo-
sophically, the continuous-time, discrete amplitude pulse
representation used in the backscatter link resembles that
used in an extremely power-efficient biological nervous
system, which encodes information in spikes that do not
vary in amplitude but are continuous in time [45].

Specifically, our design synthesizes three key tech-
niques. First, we show how to interface pixels directly
to the backscatter hardware without using ADCs. To do,
this we transform analog pixel values into different pulse
widths using a passive ramp circuit and map these pulses
into pixels at the reader. Second, we achieve intra-frame
compression by leveraging the redundancy inherent in
typical images. Intuitively, the signal bandwidth is pro-
portional to the rate of change across adjacent pixels;
since videos tend to be redundant, the bandwidth of the
analog signal is inversely proportional to the redundancy
in the frame. Thus, by transmitting pixels consecutively,
we can implicitly perform compression and significantly
reduce wireless bandwidth. Finally, to achieve inter-frame
compression, we design a distributed algorithm that re-
duces the data the camera transmits while delegating most
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Table 1: Raw digital video sampling and bitrate requirement
Frame Rate: 60 fps Frame Rate: 30 fps Frame Rate: 10 fps

Video Quality
Sampling
Rate
(MHz)

Data Rate
(Mbps)

Sampling
Rate
(MHz)

Data Rate
(Mbps)

Sampling
Rate
(MHz)

Data Rate
(Mbps)

1080p (1920x1080) 124.4 995.3 62.2 497.7 20.7 165.9
720p (1280x720) 55.3 442.4 18.4 221.2 9.2 73.7
480p (640x480) 18.4 147.4 9.2 73.7 3.1 24.58
360p (480x360) 10.4 82.9 5.2 41.5 1.7 13.8

inter-frame compression functionality to the reader. At a
high level, the camera performs averaging over blocks of
nearby pixels in the analog domain and transmits these av-
eraged values using our backscatter hardware. The reader
compares these averages with those from the previous
frame and requests only the blocks that have seen a sig-
nificant change in the average pixel value, thus reducing
transmission between subsequent video frames.

We implement a proof-of-concept prototype of our ana-
log backscatter design on an ultra-low-power FPGA plat-
form and a custom implementation of the backscatter
module. Because no HD camera currently provides ac-
cess to its raw pixel voltages, we connect the output of
a DAC converter to our backscatter hardware to emulate
the analog camera and stream raw analog video voltages
to our backscatter prototype. Fig. 3 shows a sample frame
from an HD video streamed with our backscatter camera.
More specifically, our findings are:

• We stream 720p HD video at 10 frames per second
up to 16 feet from the reader. The Effective Number of
Bits (ENOB) received for each pixel at distances below
six feet exceeds 7 bits. For all practical purposes, these
results are identical to the quality of the source HD video.
• Our inter and intra-frame compression algorithms re-
duces total bandwidth requirements by up to two orders of
magnitude compared to raw video. For example, for 720p
HD video at 10 fps, our design uses a wireless bandwidth
of only 0.98 MHz and 2.8 MHz in an average-case and
worst-case scenario video, respectively.

We design and simulate an ASIC implementation for
our system, taking into account power consumption for
the pixel array. Our results show that power consumption
for video streaming at 720p HD is 321 µW and 252 µW
for 60 and 30 fps, respectively. Power consumption at
1080p full-HD is 806 µW and 561 µW at 60 and 30 fps, re-
spectively. We run experiments with RF power harvesting
from the reader which shows that we can support 1080p
full-HD video streaming at 30 fps up to distances of 8 feet
from the reader. Our results demonstrate that we can
eliminate batteries and achieve HD video streaming on
battery-free devices using our analog video backscatter
approach.

2 A Case for Our Architecture

Fig. 2a shows the architecture of a traditional wireless
camera. Photodiodes’ output is first amplified by a low
noise amplifier (LNA) with automatic gain control (AGC).
The AGC adjusts the amplifier gain to ensure that the
output falls within the dynamic range of the analog to
digital converter (ADC). Next, the ADC converts the
analog voltage into discrete digital values. The video
codec then compresses these digital values, which are
transmitted on the wireless communication link.

Unfortunately, this architecture cannot be translated
to an ultra-low-power device. Although camera sensors
consisting of an array of photodiodes have been shown to
operate on as low as 1.2 µW of power [22] at 128×128
resolution, amplifiers, AGC, ADC and the compression
block require orders of magnitude higher power. Fur-
thermore, power consumption increases as we scale the
camera’s resolution and/or frame rate. A low resolution
144p video recorded at 10 fps requires an ADC sampling
at 368 KSPS to generate uncompressed data at 2.95 Mbps.
With the latest advancements in ADCs [33] and backscat-
ter communication [26], uncompressed data can be dig-
itally recorded using low-power ADCs and transmitted
using digital backscatter while consuming below 100 µW
of power, which is within the power budget of energy
harvesting platforms. However, as we scale the resolu-
tion to HD quality and higher, such as 1080p and 1440p,
the ADC sampling rate increases to 10-100 MHz, and
uncompressed data is generated at 100 Mbps to Gbps.
ADCs operating at such high sampling rates consume
at least a few mW [34]. Further, a compression block
that operates in real time on 100 Mbps to 1 Gbps of un-
compressed video consumes up to one Watt of power [2].
This power budget exceeds by orders of magnitude that
available on harvesting platforms. Thus, while existing
architectures might operate on harvested power for low-
resolution video by leveraging recent advancements in
low-power ADCs and digital backscatter, as we scale the
resolution and/or the frame rate of the wireless camera,
these architectures’ use of ADCs and compression block
drives up power consumption to levels beyond the realm
of battery-free devices.
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Figure 4: Architecture of the PWM converter.

3 System Design
In the rest of this section, we first describe our analog
video transmission scheme followed by the intra-frame
compression and finally the interactive distributed inter-
frame compression technique.

3.1 Analog Video Backscatter
Problem. At a high level, our design eliminates the ADC
on the camera to significantly reduce power consumption.
This limits us to working with analog voltage output from
the photodiodes. A naive approach would leverage the
existing analog backscatter technique used in wireless
microphones [48] to implement an analog backscatter
camera. In an analog backscatter system, sensor output
directly controls the gate of a field-effect transistor (FET)
connected to an antenna. As the output voltage of the
sensor varies, it changes the impedance of the FET which
amplitude modulates the RF signal backscattered by the
antenna. The reader decodes sensor information by de-
modulating the amplitude-modulated backscattered RF
signal. However, this approach cannot be translated to
a camera sensor. Photodiode output has a very limited
dynamic range (less than 100 mV under indoor lighting
conditions). These small voltage changes map to a very
small subset of radar cross-sections at the antenna [19].
As a result, the antenna backscatters a very weak signal.
Since wireless channel and receivers add noise, this ap-
proach results in a low SNR signal at the reader, which
limits the system to both poor signal quality and limited
operating range. One can potentially surmount this con-
straint by introducing a power-hungry amplifier and AGC,
but this would negate the power-saving potential of analog
backscatter.

Our solution. Instead of using amplitude modulation,
which is typical in existing backscatter systems [52, 26],
we use pulse width modulation (PWM) [24] to convert
the camera sensor’s analog output into the digital domain.
At a high level, PWM modulation converts analog input
voltage to different pulse widths. Specifically, the output
of PWM modulation is a square wave, where the duty cy-
cle of the output square wave is proportional to the analog
voltage of the input signal. PWM signal harmonics do not
encode any sensor information that is not already present
in the fundamental. The harmonics can be considered

a redundant representation of the fundamental. While
they may add robustness, they contain no additional in-
formation. Thus, without causing any information loss,
higher order components can be eliminated via harmonic
cancellation techniques introduced in prior work [47].

As we show next, a PWM converter can implemented
with passive RC components and a comparator, thereby
consuming very low power. Fig. 4 shows the PWM con-
verter architecture. The input is a square wave operating at
frequency f , which is determined by the camera’s frame
rate and resolution. First, the square wave is low-pass fil-
tered by an RC network to generate a triangular waveform,
as shown in the figure. This waveform is then compared
to the pixel value using a comparator. The comparator
outputs a zero when the triangular signal is less than the
pixel value and a one otherwise. Thus, the pulse width
generated changes with the pixel value: lower pixel val-
ues have a larger pulse duration, while higher pixel values
have a smaller pulse duration. We choose the minimum
and maximum voltages for the triangular signal to ensure
that the camera’s pixel output is always within this limits.

The final component in our hardware design is sub-
carrier modulation, which addresses the problem of self-
interference. Specifically, in addition to receiving the
backscatter signal, the receiver also receives a strong in-
terference from the transmitter. Since the sensor data is
centered at the carrier frequency, the receiver cannot de-
code the backscattered data in the presence of a strong,
in-band interferer. Existing backscatter communication
systems, such as RFID and Passive Wi-Fi, address this
problem using sub-carrier modulation. These systems use
a sub-carrier to shift the signal from the carrier to a fre-
quency offset ∆ f from the carrier frequency. The receiver
can then decode the backscattered signal by filtering out
of band interference. Another consideration in choosing
sub-carrier frequency is to avoid aliasing; sub-carrier fre-
quency should not be smaller than the effective bandwidth
of the analog signal.

Our PWM-based design integrates subcarrier modula-
tion. We implement this modulation with a simple XOR
gate. The sub-carrier can be approximated by a square
wave operating at ∆ f frequency. We input sub-carrier and
PWM output to an XOR gate to up-convert the PWM sig-
nal to a frequency offset ∆ f . Sub-carrier modulation ad-
dresses the problem of self-interference at the reader, and
as a result, the PWM backscattering wireless camera can
now operate at a high SNR and achieve broad operating
ranges. We show in §5.1 that our PWM backscatter wire-
less camera can operate at up to 16 feet for a 2.76 MHz
bandwidth 10 fps monochrome video signal in HD resolu-
tion. We also show in §6 that our camera system can work
at up to 150 feet for a 50 KHz video signal in 112×112
resolution, over a 4× improvement relative to the 3 kHz
bandwidth analog backscatter wireless microphone [50].
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Table 2: Intra-frame compression for average/worst-case scenarios across 100 videos.

Frame Rate: 60 fps Frame Rate: 30 fps Frame Rate: 10 fps

Video
Resolution

Raw Data
Rate(Mbps)

Analog BW
(MHz)

Raw Data
Rate(Mbps)

Analog BW
(MHz)

Raw Data
Rate(Mbps)

Analog BW
(MHz)

1080p 995.3 10.8/30.5 497.6 5.6/18.7 165.8 1.9/9.3
720p 442.3 6.3/15.6 221.1 8/3.1 73.7 0.98/2.8
480p 147.4 3/6.7 73.7 1.6/3.3 24.5 0.53/1.4
360p 82.9 1.9/3.9 41.4 0.94/2.3 13.8 0.32/0.78

3.2 Intra-Frame Compression
There is significant redundancy in the pixel values of each
frame of uncompressed video. Redundancy occurs be-
cause natural video frames usually include objects larger
than a single pixel, which means that the colors of nearby
pixels are highly correlated. At the boundaries of objects
(edges), larger pixel variations can occur; conversely, in
the interior of an object, the amount of pixel variation is
considerably less than the theoretical maximum. The net
result of pixel correlations is a reduction in the informa-
tion needed to represent natural images to levels far below
the worst-case maximum. Traditional digital systems use
a video codec to reduce pixel value redundancy. Specifi-
cally, the ADC first digitizes the camera’s raw output at
the Nyquist rate determined by the resolution and frame
rate. The raw digital data stream is then fed to the video
codec, which implements compression algorithms.

In the absence of the ADC, our wireless camera trans-
mits analog video directly. However, we note that the
bandwidth of any analog signal is a function of the new
information contained in the signal. Inspired by analog
TV broadcast, which transmits pixel information in a
raster scan (left to right), we introduce and implement
a zig-zag pixel scanning technique: pixels are scanned
from left to right in odd rows and from right to left in
even rows. The intuition here is that neighboring pixels
have less variation, and the resulting signal would thus
occupy less bandwidth.

We evaluate how well zig-zag transmission performs in
terms of bandwidth reduction. We download one hundred
60 fps Full-HD (1080p) videos from [17] to use as our
baseline. These videos range from slow to fast moving
and contain movie action stunts, running animals, racing,
etc. To create video baselines at different resolutions and
frame rates, we resize and subsample these Full-HD video
streams. For each of the resulting video resolutions and
frame rates, we create an analog video by zig-zagging
the pixels as described above. We then apply low-pass
filters with different bandwidths on this analog signal and
report the minimum bandwidth at which the PSNR of the
resulting signal exceeds 30 dB. The bandwidth require-
ment reported in Table 2 shows the average/worst-case
scenario, i.e., the bandwidth that ensures the recovery of

average/worst-case videos with minimal quality degrada-
tion. We outline the uncompressed digital data rate for
reference. Compared to the digital uncompressed data
sampled at the Nyquist rate, the analog signal occupies
17.7–32.6x less bandwidth for the worst-case and 43–92x
for the average-case, demonstrating our intra-frame com-
pression technique’s capability. Fig. 5a shows the CDF
of effective bandwidth for our 30 fps 720p video dataset
and demonstrates that an average-case 30 fps 720p video
acheives up to a 71× improvement compared to raw digi-
tal video transmission.

Finally, we note that, compared to raster, a zig-zag
scan faces less discontinuity in pixel values: instead of
jumping from the last pixel in a row to the first pixel in the
next row, it continues at the same column in the next row,
thereby taking greater advantage of the video’s inherent
redundancy. This further lowers bandwidth utilization
in the wireless medium. As an example, on average,
zig-zag pixel scanning occupies ∼120KHz and ∼60KHz
less bandwidth than raster scanning in a 60 fps and 30 fps
720p video stream, respectively. Fig. 5b shows the CDF of
bandwidth improvement for zig-zag scanning over raster
in our one hundred 30 fps 720p videos dataset. The plot
makes clear that use of zig-zag pixel scanning provides
greater bandwidth efficiency than its raster counterpart.

3.3 Distributed Inter-Frame Compression

In addition to the redundancy within a single frame, raw
video output also has significant redundancy between con-
secutive frames. Existing digital architectures use a video
codec to compress the raw video prior to wireless trans-
mission to remove inter-frame redundancy and reduce
power and bandwidth. Our approach to address this chal-
lenge is to once again leverage the reader. Like backscat-
ter communication, where we move power-hungry com-
ponents (such as ADCs) to the reader, we also move
compression functionality to the reader. Specifically, our
design distributes the compression algorithm between
the reader and the camera. We delegate power-hungry
computation to the reader and leverage the fact that our
camera system can transmit super-pixels. A super-pixel
value is the average of a set of adjacent pixel values. A
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Figure 5: CDF of effective bandwidth for zig-zag pixel scanning
(a), and improvement it provides over raster scanning (b).

camera frame consists of an N ×N array of pixels, which
can be divided into smaller sections of n× n pixels. A
super-pixel corresponding to each section is the average
of all the pixels in the n× n frame section. The camera
sensor, a photodiode, outputs a current proportional to
the intensity of light. The camera uses a buffer stage at
the output to convert the current into an output voltage.
To compute the super-pixel, the camera first combines
the current from the set of pixels and then converts the
combined current into a voltage output, all in the analog
domain. We note that the averaging of close-by pixels is
supported by commercial cameras including the CentEye
Stonyman camera [4].

Instead of transmitting the entire N ×N pixel frame,
the camera transmits a lower resolution frame consisting
of n×n sized super-pixels (the average value of the pixels
in the n×n block), called the low-resolution frame or L
frame. Doing so reduces the data transmitted by the cam-
era by a factor of N2

n2 . The reader performs computation
on L frames and implements a change-driven compres-
sion technique. At a high level, the reader compares in
real time the incoming L frame with the previous L frame.
If a super-pixel value differs by more than a predeter-
mined threshold between frames, then the super-pixel has
sufficiently changed, and the reader asks the camera to
transmit all pixels corresponding to it. If the difference
does not cross the threshold, then the reader uses the pixel
values corresponding to the previous reconstructed frame
to synthesize the new frame and does not request new
pixel values. We call the frame that contains the pixel
values corresponding to the sufficiently changed super-
pixels, the super-pixel frame or S frame. In addition to
transmitting the S and L frames, the camera periodically
transmits uncompressed frames (I) to correct for potential
artifacts and errors that the compression process may have
accumulated.

In streaming camera applications, the communication
overhead of the reader requesting specific pixel values is
minimal and is implemented using a downlink similar to
prior 100-500 kbps designs [26, 44], where the receiver
at the camera uses a simple envelope detector to decode
the amplitude modulated signal from the reader. We note
that prior designs can achieve Mbps downlink transmis-
sions [42] as well as full-duplex backscatter [31], which
can be used to remove the downlink as a bottleneck.

Figure 6: Distributed compression. The sequence of frames and
pixels transmitted by the camera to the reader.

Fig. 6 shows the sequence of frames and pixels trans-
mitted by our camera. Between two I frames, the camera
transmits M low-resolution L frames and M super-pixel
S frames which contain pixel values corresponding to
super-pixels whose value differences exceed the thresh-
old between consecutive frames. The number of L and
S frames (M) transmitted between consecutive I frames
trades off between the overhead associated with transmis-
sion of full resolution frames and the artifacts and errors
the compression algorithm introduced. In our implemen-
tation of 10 fps HD video streaming, we transmit an I
frame after a transmission of every 80 L and S frames.

4 Implementation
We built our wireless camera using off-the-shelf compo-
nents on a custom-designed Printed Circuit Board (PCB).
We use the COTS prototype to evaluate the performance
of the wireless camera in various deployments. We then
present the application-specific integrated circuit (ASIC)
design of the wireless camera that we used to quantify the
power consumption for a range of video resolutions and
frame rates.

COTS implementation. Our wireless camera design
eliminates the power-hungry ADCs and video codecs
and consists only of the image sensor, PWM converter, a
digital block for camera control and sub-carrier modula-
tion, a backscatter switch and an antenna. We built two
hardware prototypes, one for the high definition (HD) and
another for the low-resolution version of the camera.

We built the low-resolution wireless camera using the
112× 112 grayscale random pixel access camera from
CentEye [4], which provides readout access to individual
analog pixels. We implement the digital control block
on a low-power Igloo Nano FPGA by Microsemi [7].
The analog output of the image sensor is fed to the
PWM converter built using passive RC components and a
Maxim NCX2200 comparator [10]. We set R1 = 83KΩ,
R2 = 213KΩ and C = 78pF in our PWM converter design
to support video frame rates of up to 13 fps. PWM con-
verter’s output acts as input to the FPGA. The FPGA per-
forms sub-carrier modulation at 1.024 MHz using an XOR
gate and outputs the sub-carrier modulated PWM signal
to the Analog Devices ADG919 switch which switches a
2 dBi dipole antenna between open and short impedance
states. The FPGA injects frame and line synchronization
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Figure 7: HD wireless camera prototype. A laptop emulating an
analog output camera feeds raw pixel data into our backscatter prototype.
Then the PWM encoded pixels are backscattered to the reader.

patterns into the frames data before backscattering. We
use Barker codes [3] of length 11 and 13 for our frame
and line synchronization patterns, respectively. Barker
codes have a high-autocorrelation property that helps the
reader more efficiently detect the beginning of the frame
in the presence of noise.

We use Verilog to implement the digital state machine
for camera control and sub-carrier modulation. Verilog
design can be easily translated into ASIC using industry
standard EDA tools. We can further reduce our system’s
power consumption by using the distributed compression
technique. As described in §6, a camera deployed in a nor-
mal lab space can achieve an additional compression ratio
of around 30×, which proportionately reduces wireless
transmissions.

To develop an HD-resolution wireless camera, we need
access to the raw analog pixel outputs of an HD cam-
era. Currently, no camera on the market provides that
access. To circumvent this constraint, we download from
YouTube HD-resolution sample videos lasting 1 minute
each. We output the recorded digital images using a
USB interface to an analog converter (DAC) to simu-
late voltage levels corresponding to an HD quality image
sensor operating at 10 fps. Given the USB speeds, we
achieve the maximum frame rate of 10 fps. We feed the
voltage output to our PWM converter. Fig. 7 shows the
high-level block diagram of this implementation. For
the high-resolution version of the wireless camera, we
set R1 = 10KΩ, R2 = 100KΩ and C = 10pF and use an
LMV7219 comparator by Texas Instruments [8] in our
PWM converter. The digital block and other system com-
ponents were exactly the same as for the low-resolution
wireless camera described above except that sub-carrier
frequency is set to ∼10 MHz here to avoid aliasing.

ASIC Design. As noted, our design eliminates the power-
hungry LNA, AGC and ADC at the wireless camera by
delegating them to the reader to reduce wireless cam-
era power consumption by orders of magnitude. How-
ever, since commercially available Stonyman cameras
(like CentEye) and components (such as FPGA) are de-
signed for flexibility and ease of prototyping and are not
optimized for power, our COTS implementation cannot
achieve the full power savings from our design. There-
fore, we analyze the power consumption of an application-
specific integrated circuit (ASIC) implementation of our

Figure 8: Signal processing steps at the reader. Recov-
ering video from a PWM backscatter signal.

design for a range of video resolutions and frame rates.
An ASIC can integrate the image sensor, PWM converter,
digital core, oscillator and backscatter modulator onto a
small silicon chip. We implement our design in a TSMC
65 nm LP CMOS process.

We use Design Compiler by Synopsis [14] to synthe-
size transistor level from the behavioral model of our
digital core, which is written in Verilog. We custom-
design the PWM converter, oscillator and backscatter
modulator described in §3 in Cadence software and use
industry standard simulation tools to estimate power. To
support higher resolution and higher frame rate video, we
simply increase the operating frequency of the oscillator,
PWM converter and digital core. As an example, 360p at
60 fps requires a 10.4 MHz input clock, which consumes
a total of 42.4 µW in the digital core, PWM converter
and backscatter switch; a 1080p video at 60 fps requires
an ∼124.4 MHz input clock, which consumes 408 µW in
the digital core, PWM converter and backscatter switch.
To eliminate aliasing in all cases, we choose a sub-carrier
frequency equal to the input clock of each scenario. Note
that sub-carrier frequency cannot be lower than the effec-
tive bandwidth of the signal reported in Table 2.

We use existing designs to estimate the power consump-
tion of the image sensor for different video resolutions.
State-of-the-art image sensors consume 3.2pW/( f rame×
pixel) [51] for the pixels-only image sensor, which re-
sults in 33.2 µW for 360p resolution; this increases to
398 µW for 1080p resolution video at 60fps. Table 3
shows the power consumption of the ASIC version of
our wireless camera for different video resolution and
frame rates. Note that these results show power consump-
tion before inter-frame compression distributed across the
reader and camera, which could further reduce wireless
bandwidth and power consumption.

Reader Implementation. We implement the reader on
the X-300 USRP software-defined radio platform by Ettus
Research [15]. The reader uses a bi-static radar config-
uration with two 6 dBi circularly polarized antennas [1].
Its transmit antenna is connected to a UBX-160 daughter-
board, which transmits a single-tone signal. USRP output
power is set to 30 dBm using the RF5110 RF power am-
plifier [11]. The receive antenna is connected to another
UBX-160 daughter board configured as a receiver, which
down-converts the PWM modulated backscattered RF sig-
nal to baseband and samples it at 10 Msps. The digital
samples are transmitted to the PC via Ethernet.
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Table 3: Power consumption
Frame Rate: 60 fps Frame Rate: 30 fps Frame Rate: 10 fps

Video Quality Power (µW) Power (µW) Power (µW)
1080p (1920x1080) 806.50 560.63 167.77

720p (1280x720) 320.94 252.10 78.31
480p (640x480) 126.88 106.78 36.71
360p (480x360) 75.63 65.68 25.11

Fig. 8 shows block diagram of the signal processing
steps required to recover the transmitted video. For exam-
ple, for low-resolution video, the received data is centered
at an offset frequency of the 1.024 MHz; therefore, we
first filter the received data using a 500 order bandpass
filter centered at 1.024 MHz. Then, we down-convert the
signal to baseband using a quadrature down-conversion
mixer. Next, we correlate the received data with 13 and 11
bit Barker codes to determine the frame sync and line sync.
After locating frame and line sync pulses, we extract the
time periods corresponding to a row of PWM-modulated
pixel values and low-pass filter the signal with a 500 or-
der filter to remove out of band noise. We divide the row
in evenly spaced time intervals that corresponded to the
number of pixels in a single row of the image sensor. We
recover the pixel value by calculating the average voltage
of the signal, which corresponds to the duty cycle of the
PWM-modulated signal. We sequentially arrange recov-
ered pixel values into rows and columns to create video
frames. Finally, we run a histogram equalization algo-
rithm on the video to adjust frames intensity and enhance
output video contrast [21].

5 Evaluation
We now evaluate various aspects of our wireless camera
system. We start by characterizing the received video
quality from the camera as a function of its distance to
the reader. Next, we evaluate the performance of our
wireless camera while it is worn by a user under different
head positions and orientations. We then evaluate the
power available by harvesting energy from RF signals
transmitted by the reader to demonstrate the feasibility of
a battery-free wireless camera. Finally, we evaluate the
distributed interactive compression algorithm under two
different scenarios.

5.1 Operational Range
We deploy our high-definition wireless camera device in
a regular lab space. We use the USRP-based reader imple-
mentation ( §4), which we set to transmit 23 dBm into a
6 dBi patch antenna. This is well below the 30 dBm max-
imum transmit power permitted by FCC in the 900 MHz
ISM band. We vary the distance between the reader and
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Figure 9: ENOB of the Received Video. ENOB of the received
video versus distance of our wireless camera prototype from the reader.

the wireless camera prototype from 4 to 16 feet and con-
figure the camera to repeatedly stream a 15-second video
using PWM backscatter communication. The 720p res-
olution video is streamed at 10 fps, and the pixel values
are encoded as 8-bit values in monochrome format. We
record the wirelessly received video at the reader and
measure the Signal to Noise Ratio (SNR). From that, we
calculate the Effective Number of Bits (ENOB) [27] at
the receiver.

We plot the ENOB of the video digitized by the reader
as a function of distance between the reader and the wire-
less camera in Fig. 9. The plot shows that up to 6 feet
from the reader, we achieve an ENOB greater than 7,
which indicates negligible degradation in quality of the
video, streamed using PWM backscatter. As the distance
between the reader and the camera increase the SNR
degrades, indicates a decrease in ENOB. Beyond the dis-
tance of 16 feet, we stop reliably receiving video frames.
A separation of 16 feet between the reader and wear-
able camera is more than sufficient for wearable cameras,
typically located a few feet away from readers such as
smartphones. For reference, Fig. 10 shows frames from
a 720p HD color video backscattered with our prototype
at different distances from the reader; this resulted in
different ENOB values.

We conclude the following: our analog video backscat-
ter approach is ideal for a wearable camera scenario since
the video is streamed to a nearby mobile device such as a
smartphone. In this scenario, the SNR is high; hence, qual-
ity degradation due to an analog approach is not severe.
Further, we gain significant power reduction benefits.
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(a) Original Image (b) 7 Bits

(c) 4 Bits (d) 3 Bits

Figure 10: Effective Number of Bits (ENOB) versus video quality.
The frame corresponding to an ENOB of 3 (d) shows video quality
degradation.

5.2 Effect of Head Pose and Motion
We ask a participant to wear the antenna of our wireless
camera on his head and perform different head move-
ments and poses while standing around five feet from
a reader with fixed location on a table. The poses in-
cluded standing still, moving head left and right, rotating
head to the side, moving head up and down, and talking.
Hence, our evaluation includes scenarios with relative
mobility between the reader and camera; in fact, it also
includes cases where no line of sight communication ex-
ists between the reader and camera. We next, evaluate
our wireless camera for in-situ applications and assess
how movements and antenna contact with a body affect
video quality. We record the streaming video with the
reader and measure the SNR and ENOB as we did in §5.1.
Fig. 11 plots the ENOB of the received video for five
different poses and movements. This plot shows that we
can achieve sufficient ENOB while performing most of
these gestures, resulting in a high-quality video compared
to the original source video.
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Figure 11: ENOB of received video under different head motions.

5.3 RF Power Harvesting
Next, we evaluate the feasibility of developing a battery-
free HD streaming camera that operates by harvesting
RF signals transmitted by the reader. We build an RF
harvester for the 900 MHz ISM band based on a state-of-

 0

 500

 1000

 1500

 2000

 2500

 3000

 4  6  8  10  12  14  16

H
ar

ve
st

ed
 P

ow
er

(in
 u

W
)

Distance (in ft)

1080p @ 
 60fps

1080p @ 
 60fps 1080p @ 

 30fps 720p @ 
 60fps

720p @ 
 30fps 360p @ 

 30fps
480p @ 
 10fps

Figure 12: Power harvesting. We plot the average power harvested
by the battery-free hardware over different distances from the reader.

the-art RF harvester design [43]. The harvester consists
of a 2 dBi dipole antenna and a rectifier that converts
incoming RF signals into low-voltage DC output. The
low-voltage DC is amplified by a DC-DC converter to
generate the voltage levels to operate the image sensor
and digital control block. We measure the power available
at the output of the DC-DC converter.

We configure the reader to transmit a single tone at
30 dBm into a 6 dBi patch antenna and move the RF
harvester away from the reader. Fig. 12 plots available
power at the harvester as a function of distance. Based
on available power, we also plot in Fig. 12 the maximum
resolution and frame rate of the video that could be trans-
mitted by an RF-powered ASIC version of our wireless
camera. At close distances of 4 and 6 feet, we see suffi-
cient power available from RF energy harvesting to oper-
ate the wireless camera at 60 fps 1080p resolution. As the
distance increases, available power reduces, which lowers
resolution of video being continuously streamed from the
wireless camera. At 16 feet, the wireless camera contin-
uously streams video at 10 fps 480p resolution; beyond
this distance, the harvester does not provide sufficient
power to continuously power the wireless camera. Note
that Fig. 12 shows camera performance without using the
distributed inter-frame compression algorithm described
in §3.3. That algorithm, distributed across the wireless
camera and reader, reduces camera transmissions, which
lowers power consumption and consequently increases
operating distances.

5.4 Distributed Inter-Frame Compression
Evaluation

We consider two scenarios to evaluate our distributed
inter-frame compression ( subsection 3.3). We analyze
HD video streamed from a fixed highway monitoring cam-
era and from an action camera mounted on a user riding
a motorcycle [9]. We evaluate the trade-off between the
compression ratio and PSNR under both static and dy-
namic video feeds using our design. We measure the Peak
Signal to Noise Ratio (PSNR) for different compression
ratios by varying the threshold at which we consider the
super-pixel (20 by 20 pixels) to have significantly changed.
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Figure 13: Evaluation of distributed inter-frame compression al-
gorithm for HD video. The plots show PSNR at different compression
ratio for two HD videos.

A higher threshold would result in higher compression
ratios but at the cost of a degraded PSNR. Fig. 13 shows
PSNR of the compressed video as a function of the com-
pression ratio for our distributed inter-frame compression
technique. For static cameras, we achieve a compression
ratio of at least 35× while maintaining a PSNR above
30 dB. For dynamic videos recorded from a motorcycle,
we achieve a compression ratio of 2× for a PSNR greater
than 30 dB. This is expected since mobile scenarios sig-
nificantly change majority of pixel values between frames,
resulting in lower compression using our approach. We
could address this by implementing a more complex com-
pression algorithm at the reader to track moving objects in
the frame and request specific pixel locations, achieving
compression levels similar to video codecs. Implement-
ing such complex compression algorithms, however, is
beyond the scope of this paper.

6 Low-Resolution Security Camera
So far, we have demonstrated how high-resolution video
offers a useful paradigm for a wearable camera system.
However, various other applications, such as security sys-
tems and smart homes, do not require high-resolution
video; lower resolution video would suffice for applica-
tions such as face detection. Specifically, wireless cam-
eras are increasingly popular for security and smart home
applications. In contrast to wearable camera applications,
these cameras require low-resolution but much longer
operating distances. To show that our design can extend
to such applications, we evaluate the operation range at
13 fps 112×112 resolution. Our IC design at this resolu-
tion consume less than 20 µW without accounting for any
distributed inter-frame compression saving.

To evaluate the range, we use a 13 fps 112×112 reso-
lution, gray-scale random pixel access camera from Cent-
Eye [4] as our image sensor. The camera has a photodiode
image sensor array, a trans-impedance buffer stage (to
convert photodiode current to voltage) and a low-noise
amplifier. It is extremely flexible, and the user can modify
various settings, such as gain of the amplifier stage and,
if desired, completely bypass the amplifier. We use this
unique camera feature to prototype our wireless camera,

Figure 14: Prototype of our low-resolution, video streaming
home security camera. Image of the analog camera, FPGA digital
core and pulse width modulated (PWM) backscatter, all implemented
using COTS components. The overall board measures 3.5 cm by 3.5 cm
by 3.5 cm.

which directly transmits analog values from the image sen-
sor (sans amplification) using PWM backscatter. Fig. 14
shows photographs of our wireless camera prototype. The
camera allows random access, i.e., any pixel on the cam-
era can be accessed at random by setting the correspond-
ing value in the row and column address registers. It can
also be configured to output a single pixel, two adjacent
pixels, or a super-pixel with sizes ranging from 2×2 to
7×7. We use the camera’s random access and super-pixel
functionality to implement our distributed inter-frame
compression algorithm. The power consumption of our
low-resolution, off-the-shelf analog video streaming pro-
totype is 2.36 mW. We emphasize that this off-the-shelf
camera is used only to demonstrate operational range; to
achieve the tens of microwatts power budget, we need to
use our ASIC design.

Deployment results. We deployed our wireless camera
system in the parking lot of an apartment complex. We
use the USRP-based reader implementation set to transmit
30 dBm into a 6 dBi patch antenna. We vary the distance
between the wireless camera prototype, and, the reader
and at each separation, we stream 20 seconds of video
from the camera to the reader. Simultaneously, we record
camera output using a high input impedance National In-
strument USB-6361 DAQ as the ground truth. We choose
the popular PSNR metric commonly used in video appli-
cations to compare the video wirelessly streamed to the
reader using PWM backscatter to the ground truth video
recorded at the camera using an NI DAQ. PSNR computes
the difference between the ground truth and wirelessly
received video.

We measure the PSNR of the received video to evalu-
ate the performance of the wireless camera under normal
lighting conditions (below 300 lux) at a frame rate of
13 fps. To evaluate how much our sole wireless commu-
nication method affects the quality of received video, we
consider PWM converter output as the ground truth for
PSNR measurement. Also, to isolate the impact of AGC,
which occurs at the reader, unaltered video received by
the reader prior to applying any AGC is compared to the
ground truth for PSNR measurement. Fig. 15 plots the
PSNR of the received video at the reader as a function of
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Figure 15: Operational range of low-resolution security camera.

the separation between the reader and the wireless camera.
The plot shows that wireless camera streamed video at
an average PSNR greater than 24 dB to a reader up to a
distance of 150 feet away. Beyond 150 feet, the reader
does not reliably decode the sync pulses, which limits
the operating range of our wireless camera system. Thus,
our analog backscatter approach achieves significantly
longer range for low-resolution video compared to the
HD version of the camera due to the trade-off between
bandwidth/data rate and operating distances.

Applying our distributed inter-frame compression al-
gorithm to low resolution videos. We deploy this secu-
rity camera in a normal lab space and then implement
our distributed inter-frame compression technique on the
videos received. We evaluate the performance of our al-
gorithm for three different super pixels sizes, 3×3, 5×5
and 7×7 pixels, and plot results in Fig. 16. We achieve
a 29.4× data reduction using our distributed inter-frame
compression technique while maintaining a PSNR greater
than 30 dB.
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Figure 16: Distributed interactive compression with our low-
resolution security camera. PSNR of the compressed video as a func-
tion of compression parameters in a typical lab setting.

Face detection accuracy. Next, we demonstrate that the
quality of the video streamed from our low-resolution
COTS implementation is sufficient for detecting human
faces. Such a system can be used to detect human oc-
cupancy, grant access (such as Ring [12]), or set off an
alarm in case of an intruder. To evaluate the system, we
place the wireless camera at five different distances rang-
ing from 16 to 100 feet from the reader. We ask ten users
to walk around and perform gestures within 5 feet of the
camera. We stream a 2 minutes video at each location
at 13 fps and use the MATLAB implementation of the
Viola-Jones algorithm to analyze the approximately four
thousand video frames. Fig. 17 shows the accuracy of
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Figure 17: Face detection with our low-resolution security cam-
era. We show the accuracy of face detection on the video streamed from
our wireless camera.

face detection as a function of the PSNR of the received
video: as the quality (PSNR) of the video improves, the
accuracy of face detection increases. We accurately detect
up to 95% of human faces when the PSNR exceeds 30 dB.

7 Related Work
Prior work falls in two different categories.

Backscatter communication. An early example of ana-
log backscatter was a gift by the Russians to the US em-
bassy in Moscow, which included a passive listening de-
vice. This spy device consisted of a sound-modulated
resonant cavity. The voice moved the diaphragm to mod-
ulate the cavity’s resonance frequency, which could be
detected by analyzing the RF signals reflected by the cav-
ity. [5]. A more recent example of analog backscatter is
a microphone-enabled, battery-free tag that amplitude-
modulates its antenna impedance using microphone out-
put [50, 48]. In contrast, we design the first analog video
backscatter system. Further, prior microphone designs
had a low data-rate compared to video streaming. Our
camera at 10 fps transmits about 9.2M pixels per second;
for a microphone, a few kilo-samples of audio transmis-
sion is sufficient to fully recover the voice. In addition,
our 13 fps 163K pixels per second camera operates at
more than four times the range of the microphone in [50]
due to pulse width modulation.

Ekhonet [53] optimizes the computational blocks be-
tween the sensor and the backscatter module to reduce the
power consumption of backscatter-based wireless sensors.
Our design builds on this work but differs from it in mul-
tiple ways: 1) prior work still uses ADCs and amplifiers
on the cameras to transform pixels into the digital domain
and hence cannot achieve streaming video on the limited
harvesting power budget. In contrast, we provide the first
architecture for battery-free video streaming by designing
an analog video backscatter solution.

Recent work on Wi-Fi and TV-based backscatter sys-
tems [25, 26, 23, 30, 42] can achieve megabits per second
of communication speed using a backscatter technique.
Integrating these designs with our video backscatter ap-
proach would prove a worthwhile engineering effort.
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Low-Power cameras. [41] introduces a self-powered
camera that can switch its photo diodes between energy
harvesting and photo capture mode. Despite being self-
powered, these cameras do not have wireless data trans-
mission capabilities. [49, 38, 40, 35, 36, 37] show that us-
ing off-the-shelf, low-resolution camera modules, one can
build battery-free wireless cameras that will capture still
images using the energy they harvested from RF waves,
including Wi-Fi and 900 MHz transmissions. Despite
their ability to transmit data wirelessly, they are heavily
duty cycled and cannot stream video. In particular, these
designs can send a new frame at most every ten seconds
when they are very close to the RF power source (within
about a foot) and once every few tens of minutes at longer
distances [49].

[32] presents a 90× 90 pixels image sensor with pix-
els that are sensitive to changes in the environment. If a
pixel receives sufficient illumination variation, the pixel
address will be stored in a FIFO, thus compressing the
image to the pixels that have significantly changed. De-
spite enabling image compression to occur at the image
sensor, this system does not stream live video. In addi-
tion, at this low resolution, it burns about 3 mW of power
when running at 30 fps. [28] introduces a 128×128 pixel
event-driven image sensor that emphasizes low latency
for detecting very fast moving scenes, so its power con-
sumption is orders of magnitude higher than our system’s.

[29] addresses the problem of conventional image sen-
sors’ power consumption not scaling well as their resolu-
tion and frame rate increases. In particular, the authors
propose to change the camera input clock and aggres-
sively switch the camera to standby mode based on de-
sired image quality. However, streaming video requires
addressing the power consumption of multiple compo-
nents, including camera, communication, and compres-
sion. Our work jointly integrates all these components to
achieve the first battery-free video streaming design.

Finally, [39] shows that a regular camera on wearable
devices burns more than 1200 mW, which limits the cam-
era’s operation time to less than two hours on a wearable
device. They instead design a low-power wearable vi-
sion system that looks for certain events to occur in the
field of view and turns on the primary imaging pipeline
when those events happen. The power and bandwidth
savings, however, are limited to the application and do
not address communication. In contrast, we present the
first battery-free video streaming application by jointly
optimizing both backscatter communication and camera
design and by eliminating power-consuming interfaces
such as ADCs and amplifiers.

8 Limitations and Conclusion
This paper takes a significant first step in designing video
streaming for battery-free devices. In this section, we
discuss limitations and a few avenues for future research.

Security. Our current implementation does not account
for security. However, to secure the wireless link between
the camera and reader, we can leverage the fact that our
digital core processes the PWM signal. Each wireless
camera can be assigned a unique pseudo random security
key. Based on this key, the camera’s digital core can
modulate the width of the PWM-encoded pixel value
using an XOR gate. The reader, which knows the security
key, can map the received data to the desired pixel values
by performing the analogous operation.

ASIC versus off-the-shelf. While existing works on
backscatter cameras focus on using off-the-shelf compo-
nents, they treat cameras and backscatter independently
and just interface the two. Thus, these works cannot
achieve video streaming and the low-power demonstrated
in this paper. Our key contributions are to make a case for
a joint camera and backscatter architecture and to design
the first analog video backscatter solution. However, this
holistic architecture cannot be achieved with off-the-shelf
components. The cost of building ICs in a research envi-
ronment is prohibitively high. We believe that we spec
out the IC design (in §4) in sufficient detail using industry
standard EDA tools to take it from the lab to industry.

Mobile device as reader. To support our design for HD
video streaming from wearable cameras, the smartphone
must support a backscatter reader. We can use RFID
readers that can be plugged into the headjack of the smart-
phone [6] to achieve this. In the future, we believe that
backscatter readers would be integrated into smartphones
to support video and other applications [23].

Enabling concurrent streaming. Our analog backscat-
ter camera design can use frequency division multiplexing
techniques to share the wireless medium across multiple
devices. The reader can coordinate communication by
assigning different frequency channels to each camera.
Multiple cameras can simultaneously backscatter on dif-
ferent channels by using different (assigned) frequency
offsets in our sideband modulation. However, evaluating
this approach is beyond the scope of this paper.
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