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ABSTRACT. Computer vision is an important area of artificial intelligence that aims to
help it gain the ability to activate similar to humans. In the past, we often classify fruit by
hand. Today, it is performed by the development of image-processing technology. When
the quantity of fruits is huge, we need machine learning for classifying them. There-
fore, we propose the fruit classification using the Tensorflow and Keras model (high-level
framework of Tensorflow) in the paper. This is a simple problem of computer vision since
it solves the basis problems such as object detection or face recognition. In the paper, we
focus on modifying the network architecture of the Tensorflow model. As a result, the
accuracy of the proposed model achieves 99% with only five epochs.

Keywords: Smart surveillance, action recognition, deep learning; human tracking;
COVID19.

1. Introduction. Nowadays, monitoring systems are more and more widely applied for
human life with the strong development of science and technology [1-7]. Accordingly,
monitoring systems are also increasingly diverse. Smart surveillance systems apply artifi-
cial intelligence (Al) technology that is capable of automatically identifying human actions
and gestures. They are attracting more attention from computer vision researchers. Cur-
rently, using an intelligent surveillance system that can rely on gestures to identify an
object with symptoms of COVID19 is necessary due to its danger and rapid spread. Ac-
tion is a combination of movements of body parts since we can classify one action with
another. Therefore, we will research and develop an action and gesture recognition sys-
tem to identify subjects with disease symptoms and close contacts at the same time that
supports COVID 19 tracing system in the paper. This is the next development of the
paper [1].

In this paper, we aim to identify typical actions of subjects with COVID symptoms
such as coughing, sneezing, or headache, and also identify the actions of a normal subject
such as walking, running, or answering the phone. Besides, we also identify subjects that
are closing contact with each other. The system can work together with another warning
device to support the spread of COVID 19 in public places such as airports and train
stations.

The rest of the paper is presented as follows. In Section II, we will present related work.
In Section III and IV, we present and evaluate the effectiveness of the proposed model,
respectively. Finally, we give a conclusion in Section V.
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2. Related work. Due to the great demand for computer vision technology in general
and in the issue of intelligent monitoring devices in particular, more and more researchers
are focusing on exploiting the problem of human action recognition for surveillance sys-
tems. intelligent monitoring. Therefore, the problem of identifying human actions can
be approached and handled by many different methods. There are many studies towards
action identification in society [2-7]. Based on the input data, the existing literature
on action recognition is divided into two categories, namely skeleton and image-based
methods. Regarding the method of using 3D skeletons [2], 3D and 2D frameworks are
created by Microsoft Kinect and OpenPose [3]. The methods of using images include sin-
gle frame [4], multi-frame [5] and optical flow [6]. We found that the size of the skeleton
dataset is much smaller than the size of the image dataset. For example, the size of the
skeleton is 5.8 GB while image data is 136 GB in the case of the NTU RGB + D dataset.
Therefore, the process of training the model with skeleton data will be faster than using
image data. However, image data will contain other important information such as age,
gender, background, etc., as well as being easier to collect than skeleton data. Therefore,
the research and development of action recognition systems based on image datasets be-
come more popular. The authors [7] a real-time action detection system to find hands-up
actions in surveillance videos based on background subtraction. The results show that
the proposal improves a good performance of up to 90% recall and 89% precision rates.
However, the disadvantage of this method is that it is only good when the background
does not change much.

Machine learning algorithms include locally-oriented histograms and support vector
machines (SVMs) [8]. In the problem of action recognition based on image data, CNN
is a powerful tool. The method of applying CNN to solve the problem can be divided
into 2D and 3D convolutional networks. Although 2D offers attractive performance in
body gesture recognition, it cannot effectively handle the recognition of continuous action
streams. This is due to the temporary lack of information leading to the limitation of
continuous action modeling with 2D convolution. On the other hand, 3D agglomeration
contains an additional time that can correct the deficiency. Therefore, 3D convolution has
been widely used in recent data-driven action recognition architectures [9]. The accuracy
of I3D methods is superior to that of traditional methods. The approaches in the action
recognition dataset are well known, such as UCF101 [10] and Kinetic [11].

Although using I3D networks for action recognition is highly efficient, the original
version of I3D cannot recognize the actions of many people at the same time. Based
on I3D, we propose a system that can identify the actions of many people. Specifically,
through a model that can identify where many people appear in the video and an algorithm
to track each object separately to make predictions about the actions of each of those
objects. For application in an intelligent surveillance system during the spread of COVID-
19 disease, we apply the Euclidean algorithm to identify close contacts.

Object detection models in general and human detection models, in particular, can
be separated into two main categories, namely two-stage and one-stage methods. In the
past, the authors [12] detect the positions of different objects of an image at first and then
recognize RCNN, Fast RCNN, Faster RCNN, and Mask RCNN. Later models (YOLO [13]
and SSD [14, 15]) combine both tasks through a neural network. YOLOV3 [13] is a
network-based object detection algorithm neuron implemented in the Darknet framework.
It can obtain the corresponding layer and bounding box for every object in the image
and video. To compare with previous methods, YOLOV3 has the advantages of fast
recognition speed, high accuracy, and the ability to detect multiple objects at the same
time [13].
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Online and real-time tracking (SORT) is a method of real-time multi-object tracking
proposed by Bewley [16]. It combines the Kalman filter and Hungarian algorithm to
predict the object of the next frame by measuring detecting speed. It tracks based on
the result of detecting objects per frame. Is an updated version of SORT, the online and
real-time monitoring with deep association index (Deep SORT') proposed by Wojke [17],
containing a neural network additional complex for feature extraction supplement that is
pre-trained by the large-scale video dataset, the motion and refinement analyzer (MARS).
Therefore, Deep SORT can reduce tracking errors by more than 45% compared to SORT
[17]. In the proposal system, the goal of using Deep SORT is to perform multi-person
tracking where the ID number corresponding to each individual is created into a database
based on the detection results of YOLO v3. This means that each person appearing in
the scene will be linked by an individual bounding box and an ID number.

However, there are some challenges for system development as follows:

e Development of training templates:
Recognition using machine learning requires a suitable sample dataset since it takes
a long time to collect data to generate standard patterns.

e Processing time:
We need to process a large amount of data. Therefore, with a network that has to
handle too many parameters with weakly configured analyzers, the processing will
be slow affecting the results in real-time.

e Method accuracy:
For conventional cameras (webcams), accuracy is affected by other conditions such
as lighting, background, and hand movement speed as we have to make several
assumptions for the application.

Based on the above analysis results, we propose a system that combines the YOLO
V3 network to determine the position of a person in the frame, Deep SORT algorithm to
track the movement of a person, and I3D network for recognizing actions of a subject at
risk of infection, and finally image processing algorithm to identify closing contacts.

3. Proposal system.

3.1. Overview of system. Figure 1 shows a complete diagram of an intelligent moni-
toring system that records the actions of many people and identifies closing contacts. We
first used YOLO v3 to determine the location of the person appearing in the scene. We
then use the Deep SORT algorithm to track people and give each of them an ID. The
sliding window is preprocessed and resized to include action-aware I3D.

3.2. Implementation steps. According to Fig. 1, we have the following system imple-
mentation steps:

e Step 1: Preparing data

In the paper, the training is performed on the NTU RGB + D dataset [18] with 60
action classes. Each sample scene was captured by three Microsoft Kinect V2 sensors
placed in different positions. Each scene includes RGB video, depth map sequence,
and 3D and infrared (IR) video frame data. The resolution of the RGB video is
1920 x 1080 pixels while the respective depth map and IR video are both 512 x 424
pixels. Skeleton data contains 3D coordinates of 25 body joints for each frame.
The system will record the recommended action for a real situation. Applications
for long-term medical monitoring are selected in the paper. In the training, the
layers contain 800 videos excepting the background layer that has 1187 videos. The
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FIGURE 1. Model overview of the implementation system.

TABLE 1. Number of images and labels preparing for execution.

Number Action Videos
1 Run 800
2 Walking 800
3 Sneeze/cough 800
4 Headache 800
5 Phone call 800
6 Stand 800

experiment dataset uses 1841 videos. We select 6 classes of actions that are likely to
be acceptable in this environment as shown in Tab. 1.
Step 2: Using YOLO v3

This paper uses YOLO v3 in the first stage of action recognition for two reasons.
The first is because the system has to determine the location of each person appearing
in the scene in real-time. The other reason is that the information of the bounding
box corresponding to each person in the field is very important for preprocessing in
the proposed system. We convert the input video from the camera into frames. The
frames are then resized from 1440 x 1080 to 640 x 480 so that YOLO V3 represents
the result obtained using the coordinates of the bounding boxes. The purpose of the
frame resizing process is to improve the speed and accuracy of object detection.
Step 3: Performing Deep SORT

In Multiple Object Tracking, especially for tracking by detection, after determining
the position of the object in the current frame, Deep SORT uses Kalman Filter to
predict new track states based on the tracks in the current frame. in the past as
shown in Fig. 2 [2]. These states are initially assigned a tentative value (tentative).
This value, if it is still guaranteed to be maintained for the next 3 frames, the state
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FIGURE 2. Overview of Deep SORT model.

will change from poll to confirmed (confirmed) and try to stay tracked for the next
30 frames. Conversely, if the track is lost when less than 3 frames are reached, the
status will be removed from the tracker. Next, the model uses validated tracks and
feeds them into a matching cascade to associate detections based on distance and
feature metrics. Unassociated tracks and detections are passed to the next filter
layer. Using the Hungarian algorithm, solve the assignment problem with the IOU
cost matrix for the second association. After that, the model processes and classifies
the detections and tracks. Finally, use the Kalman filter to recalibrate the values of
the tracks from the detections associated with the track and create a new track.
Step 4: Pre-processing to remove Blurring background

In this step, we aim to process the image to enhance quality with the 13D network
for action recognition. Specifically, we blur the entire 640 x 480 frame excepting the
image in the object of a frame with a Gaussian Kernel after tracking each person
based on the Deep SORT algorithm. All images associated with each individual are
then reduced to smaller 224 x 224 images for collection into individual datasets. The
process retains important information of the image and minimizes background area
to improve the accuracy of subsequent action recognition.

Step 5: Slide Window

As mentioned above, most human action detection work assumes video clips are
segmented first and then resolved with task attribution. However, the start and
end time information of an observed action is very important in processing action
streams. Here, we apply sliding windows [19] to split the input video into a sequence
of short overlapping videos as shown in Fig. 3. We sample the video with a blurred
background after five frames. frames to create a sequence of frames to a process by
sliding the window 16 frames as time goes on. The 16 frames in the sliding window
for each detected person are then fed into I3D to recognize the action taken by that
person. Specifically, each F video consisting of 16 sliding window frames can be built
as follows:
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FIGURE 3. Tensorflow lite model.
F = {f.—5n [|]0<n <16}, (1)

where f. is the frame taking at the current time. Therefore, each video clip
representing 80 frames from the camera will be fed into I3D for sequence action
recognition. In this paper, we use five consecutive frames of sliding windows and
each window consists of 16 frames and their corresponding recognition layer by 13D
grouped as a set of inputs for processing by NMS; as shown in Fig. 3 based on [2].
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FIGURE 4. Inflated 3D (I3D) network architecture.

e Step 6: Performing 13D
I3D, a 3D convolution-based neural network architecture proposed by Carreira [10]
as shown in Fig. 4 , is adopted for action recognition in a system that takes only
RGB images as input data. The optical stream input in the original approach is
eliminated in the design to improve recognition speed. Besides, I3D contains sev-
eral starter modules containing convolution units with 1 x 1 x 1 filter, as shown in
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Fig. 5 based on [12]. The design allows the size of the input data to be adjusted
with different parameters by varying the number of those convolution units. In the
proposal method, the input data for I3D are 16-frame window-sized videos from the
previous stage. Therefore, each video segment is used to generate a corresponding
recognition layer and confidence score via I3D based on the input.

Concatenation Het Layer

1xix1 Conv

FI1GURE 5. Inception module network architecture.

e Step 7: Calculating the distance

In this paper, we use the Euclidean algorithm to determine the distance between
objects. Specifically, we calculate the distance between the two people based on the
ratio of received video pixels and the actual size of the known space after determining
the position of the person in the frame.

The intelligent monitoring system will save the information of those individuals
and can make appropriate notifications for people who have been in close contact.
This is important for identifying and tracking infections.

4. Simulation and Result. In the article, we just stopped at determining the action
of an object based on the I3C model built on the Tensor Flow framework. The result of
action recognition is shown in Fig. 6.

Perform action recognition based on 3D skeleton data as shown in Fig. 7. In the paper,
we just stopped at determining the posture of each individual in an adult population-
based on OpenPOSE [20, 21]. Besides, the data about the 3D skeleton is smaller and
more convenient for the training process. However, the system also confused the parts
of individuals leading to incorrect identification of 3D skeletons under conditions of a
high density of people in the frame. We think that it is possible to develop an action
recognition system combined with the identification of close contact objects based on the
proposed method for ideal conditions.

To perform distance determination of objects in the frame, we define close contacts
marked with a red Bounding Box, and objects that do not violate close contact will
remain marked with a green Bounding Box. The result of the operation is as shown in
Fig. 8. From the above results, we see that the system achieves the set requirements with
an accuracy of over 90%. However, the system is not efficient to perform in real-time and
in a large space with a high density of people. Therefore, the system development will be
further improved.
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FIGURE 6. Action prediction results in video.

TABLE 2. Comparing accuracy of proposal with other methods.

Method  Accuracy using UCF101 (%) Accuracy using HMDB51 (%) Multi-person action Distance measurement
] 98.66 95.04 YES NO
[22] 98.40 84.20 NO NO
[23] 93.60 66.20 NO NO
[24] N/A 93.70 NO NO
[25] 96.20 71.10 NO NO
126] 78.43 NO NO NO
[27] 94.50 69.80 NO NO
28] 89.70 61.30 NO NO
[29] 91.50 65.90 NO NO
Proposal 98 98 YES YES

Besides, we compare the accuracy of a proposal with other methods. The results are
shown in Tab. 2. The results show that the proposed method has equal accuracy up to
95% while recognizing multi-person action and determining the distance among objects.
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FI1GURE 8. Posture recognition results of many objects.

To evaluate the performance of the proposed algorithm on real hardware, we compare
the execution time for 5 videos. The resulting video processing time is reduced by 50%
that shows the ability to perform for real applications.

5. Conclusion. The article focuses on researching the use of neural networks in recog-
nizing human actions. In this article, we have identified actions with over 90 percent
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TABLE 3. Evaluating the processing time of proposal for each UCF101
video with different length.

GPU Tensorflow backend Input shape Video length (second) Processing time (second)
Tesla T4 2.5.0 (187, 224, 224, 3) 7 3
Tesla T4 2.5.0 (153,224, 224, 3) 6 3
Tesla T4 2.5.0 (89, 224, 224, 3) 3 P
Tesla T4 2.5.0 (168, 224, 224, 3) 6 3
Tesla T4 2.5.0 (129, 224, 224, 3) 5 P

accuracy. However, the system still has disadvantages such as low action detection re-
sults and low frame rate per second. Therefore, we will take steps such as increasing the
frame rate per second, improving the accuracy by increasing the resolution of the input
image, or using the preprocessing method implemented in as well as combining neural
networks with other networks to increase computational efficiency and performance with
any object.
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