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Abstract. The participation of UCAS at TREC Precision Medicine
2017 aims to evaluate the effectiveness of integrating semantic evidence
to enhance medical information retrieval system. Benefited from the suc-
cess of distributed semantic representation of words and documents in
the natural language process (NLP) domain, two methods on generating
document vectors are proposed. Based on the hypothesis that pseudo
relevant feedback for a given query would be a better representation of
the query in the semantic vector space, we propose a framework that
integrates the semantic features to the final ranking process. In addition,
query expansion using Medical Subject Headings (MeSH) and pseudo
relevance feedback (PRF) are used. Experimental results show that our
method achieves significant improvement over the PRF baseline for clin-
ical trials, while full text articles might be required for learning local
document embeddings that are effective for retrieval from abstracts.

1 Introduction

TREC Precision Medical track 2017 (PM2017) focuses on connecting patients
with existing articles from PubMed Central (PMC) and experimental treatments
in clinical trials from ClinicalTrials.gov website. There are 30 topics concerning
patients’ condition: disease, genetic variants, demographic and potential other
information. For each collection, participants are allowed to submit a maximum
of five runs.

Many existing ranking methods in information retrieval (IR) are based on
frequency-based statical models. Benefiting from advances in natural language
processing (NLP) tasks, words and documents can be represented in high di-
mension vector space, i.e. embeddings [1]. By taking word context into account,
word embeddings capture not only structural relationships but also meaning-
ful semantic relationships between words [2]. Positive results have been seen in
researches which emphasize on the importance of semantics in IR tasks [3–5].

In our experiments, we adopt two methods of generating semantic document
embeddings. Based on the hypothesis that pseudo relevant feedback for a given
query would be a better representation of the query in the semantic vector space,
semantic score for a document is obtained by calculating its semantic relevance
with pseudo relevant feedback set. These features are then integrated with the
baseline model in the final ranking process. In addition, query expansion using
Medical Subject Headings (MeSH) and pseudo relevance feedback is performed.



The rest of the paper is organized as follows. Section 2 gives a detailed in-
troduction to the techniques used in our experiments. Section3 presents the
experimental settings, results and analysis. Finally, Section 4 concludes our ex-
periments.

2 Method

In this section, we summarize the key techniques used in our medical retrieval
system.

2.1 Parameter-free Model: DPH

Derived from the DFR framework, DPH is a parameter-free retrieval model.
DPH can obtain comparable results with language models (LM) while results
from LM are obtained under optimal parameters [6]. Using DPH, the relevance
score of a document d for a query Q is given by [7]:
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where F is given by tf/l, tf is term frequency within the document. l is the
document length and avgl is the average document length in the collection. N
is the number of documents while TF is term frequency in the collection. All
variables in the formula can be directly obtained from the collection statistics,
thus no parameter tuning is required.

2.2 Probability Retrieval Model: BM25

The probability retrieval model BM25 has been widely used in the information
retrieval domain due to its effectiveness [8]. Given a document d and a query Q,
the ranking function is

score(d,Q) =
∑
t∈Q

wt
(k1 + 1)tf

K + tf

(k3 + 1)qtf

k3 + qtf
(2)

where t denotes one term in the query, and qtf is the term frequency of t in
query Q. tf is the term frequency of query term t in document d. K is given by
k1((1− b) + b · l

avg l ), in which l and avg l denote the length of document d and
the average length of documents in the whole collection, respectively. k1, k3 and
b are free parameters whose default setting is k1 = 1.2, k3 = 1000 and b = 0.75,
respectively . wt is the weight of query term t, which is given by:

wt = log2
N − dft + 0.5

dft + 0.5
(3)



where N is the number of documents in the collection, and dft is the document
frequency of query term t, which denotes the number of documents that contains
t.

2.3 Pseudo Relevance Feedback

Under the assumption that the top K documents in the initial retrieval result
are a good feedback of user’s information need, the pseudo relevance feedback
technique automatically extracts important terms in these documents based on
various methods such as KL and Bo1, etc [9].

2.4 MeSH Terms Query Expansion

MeSH (Medical Subject Headings) has been widely used in the previous CDS
track to improve medical information retrieval [10, 11]. Given a query, We adop-
t the MetaMap toolkit1 from UMLS program [12] to extract relevant medical
concepts . Since UMLS has more than 100 semantic types, only the following
semantic types are considered to be relevant and added to the given query:
disease or syndrome, sign or symptom, pathologic function, diagnostic proce-
dure, anatomical abnormality, laboratory procedure, pharmacologic substance,
neoplastic process, therapeutic or preventive procedure.

2.5 Document Embedding

Word2Vec is a state-of-the-art neural embedding framework, which aims to gen-
erate high quality word vectors in high-dimension space [1]. By calculating the
cosine distance between two words, their similarity can be captured. Moreover,
it has been stated that simple algebraic operations can also be performed on
word vectors [2]. For example, vector(King) - vector(Man) + vector(Woman)
results in a vector that is closest to the vector representation of the word Queen.
As the semantic relationships are preserved in the embedding operations, one
way of generating document embedding is to add up the most informative word
embeddings, say top k, within the document, which is given by:

−→
d =

∑
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k

tf -idf(w) · −→w (4)

where −→w and
−→
d are the embeddings of word w and the corresponding document

d, respectively. W d
k is the set of the top-k terms with the highest tf-idf weights in

d. We denote the above way of generating word embeddings as Term Addition.
We also adopt the unsupervised neural network model, modified from the

Word2Vec framework, to learn distributed vector representations for documents [13].
The learned vectors are denoted as Paragraph Vector.

1 https://metamap.nlm.nih.gov/



2.6 Feedback-based Ranking Approach

Both DPH and BM25 are frequency-based statistical models, in which semantic
evidence of relevance is not taken into account. Intuitively, We can enhance
retrieval system performance by integrating semantic evidence. In this work, we
utilize the feedback-based approach in [14] to rerank the results given by the
above classical retrieval models. Given a query, similar to PRF, we assume that
the top k documents in the initial querying result provide an abundant semantic
evidence about the query. Therefore, we estimate the semantic relevance of a
document by measuring its semantic relevance with the top k documents. The
enhanced ranking score is given as follows:

score(d,Q) = λ ·BM(d,Q) + (1− λ) · SEM(d,Dk
PRF (Q)) (5)

where BM(d,Q) is the ranking score of document d given by a baseline retrieval
model, e.g. the classical BM25 or DPH ranking model with PRF. Dk

PRF (Q) is
the pseudo relevance feedback set of documents, which is composed of the top
ranked k articles returned by the baseline model. SEM(d,Dk

PRF (Q)) measures
the semantic similarity between document d and the pseudo relevance feedback
set Dk

PRF (Q), which is given as follows:

SEM(d,Dk
PRF (Q)) =

∑
d′∈Dk

PRF (Q)

wd′ · Sim(d′, d) (6)

where d′ is one of the documents in Dk
PRF (Q). wd′ is the weight of d′, which is

given as follows:

wd′ = BM(d′, Q) + max
d′′∈Dk

PRF (Q)
BM(d′′, Q) (7)

Sim(d′, d) denotes the semantic similarity between d′ and d, which is mea-
sured by the cosine distance. In Equation (7), the maximum relevance score is
added to normalize the gap between the relevance scores of different articles.
Note that both BM(d,Q) and SEM(d,Dk

PRF (Q)) in Equation (5) are normal-
ized by Min-Max normalization, so that the two scoring features are on the same
scale.

3 Experimental Setting and Results

3.1 Query Preprocessing and Index

The topics consist of the disease, genetic variants, demographic, and the po-
tentially other information about patients. We assume that disease and genetic
variants are better indicator of patients’ conditions, especially their diseases.
Therefore, the components of a topic are assigned with different weights to re-
flect their relevance to a patient’s information need. The weights for disease,
genetic variants, demographic and other information are 3.0, 2.0, 1.0, 1.0, respec-
tively. For example, topic 1 is reformed as the following:



liposarcoma3.0cdk42.0amplification2.0male1.0gerd1.0

There are two target collections for the Precision Medicine track: scientific
abstracts and clinical trials. The scientific abstracts consist of a January 2017
snapshot of PubMed abstracts and abstracts from AACR and AASCO proceed-
ings. For abstracts from PubMed, we also extract their title fields. The clinical
trials are an April 2017 snapshot of ClinicalTrials.gov website. The title, summa-
ry, detail, criteria fields are extracted for indexing after stemming with Porters
stemmer and the removal of stopword. All experiments are conducted with Ter-
rier [15].

3.2 Results

We submitted five official runs for each document collection, which is summarized
in Table 1 (SA denotes scientific abstracts, CT denotes clinical trials):

Table 1. Run submission summary

RunID Collection Baseline Model Query Expansion Document Vector

UCASBASE
SA DPH Bo1 None
CT DPH Bo1 None

UCASSEM1
SA DPH Bo1 Term Addition(ALL)
CT DPH Bo1 Term Addition(ALL)

UCASSEM2
SA DPH Bo1 Paragraph Vector
CT DPH Bo1 Paragraph Vector

UCASSEM3
SA BM25 KL Term Addition(TOP-5)
CT BM25 KL Term Addition(TOP-5)

UCASSEMUMLS
SA BM25 KL Paragraph Vector
CT BM25 KL Term Addition(TOP-5)

Table 2. Evaluation results

runID CT SA

P5 P10 P15 infNDCG P10 R-prec

UCASBASE 0.4143 0.3750 0.3429 0.3271 0.4276 0.2227
UCASSEM1 0.4286 0.3607 0.3262 0.3172 0.4000 0.2043
UCASSEM2 0.4429 0.3786 0.3548 0.3101 0.4172 0.2019
UCASSEM3 0.4286 0.3571 0.3286 0.3106 0.4103 0.2057

UCASSEMUMLS 0.3357 0.3000 0.2619 0.2825 0.3690 0.1874

The evaluation results of our runs for clinical trials and scientific abstracts
are shown in Table 2. The best values are highlighted in boldface. From the
results above, we found that integrating semantic evidence to the ranking process



enhances the system performance for clinical trials according to the P@5 metric.
In particular, UCASSEM2 outperforms the baseline method in all metrics with
improvements of 6.8%, 1.0%, 3.4% respectively, which demonstrates the effective
of our approach.

For scientific abstracts, no improvement was seen against the baseline method.
As the average document length of scientific abstracts is much shorter than clini-
cal trials, we assume that the proposed embedding-based method may not apply
to short documents. In our approach, the top k term embedding with highest
tfidf within the document are summed up in the TermAddition method. Howev-
er, this method may not be able to recognize the most important terms because
term frequencies of different terms tend to be similarly low in a short document.
Besides, if all terms are summed up, the embedding centroid dose not represent
the theme of this document because many meaningless words force the centroid
to move randomly in the high-dimension space. In contrast, the embedding cen-
troid of a long document retain its position in the space due to the frequent
occurrences of informative words.

Query expansion using the domain knowledge with UMLS was explored in
the run UCASSEMUMLS. However, system performance dropped rapidly for
both collections, which suggests that domain knowledge should be used carefully
in the medical IR research task.

In the future, we plan to investigate effective and meaningful embeddings for
short documents, i.e., scientific abstracts, to better respond to patients’ infor-
mation needs.

4 Conclusions

In order to exploit semantic features in the medical document ranking system,
document vector representation methods derived form Word2Vec technique are
proposed. In the ultimate ranking process, semantic relevance features are com-
bined with baseline model to enhance the system performance. Evaluation results
show that the proposed method outperforms the traditional retrieval models for
long documents, i.e. clinical trials. Still, better representations of short docu-
ments are required for effective retrieval from abstracts.
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