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A be t rac t 

We present an original approach to build rapidly and reliably a 3D 
description of the environment of a mobile robot by means of passive 
stereovision using three cameras. 

This technique has been successfully applied to many indoor scenes 
and has proved faster than a previously developed binocular stereo 
technique, while providing more reliable and more accurate results. 
Moreover, the algorithm is highly parallelisable and has indeed been 
parallelised, thus highly increasing its speed. 

Results showing the construction of the 3D visual map of a complex 
indoor scene are included. 

1 In t roduc t ion 

Stereovision is a technique to build a three dimensional description 
<>f a scene observed from several viewpoints. It is quoted as passive 
if no additional lighting of the scene, for instance by a laser beam, is 
irquired. So defined, passive stereovision happens to be very attractive 
for many applications in robotics, including 3D object recognition and 
localisation as well as 3D navigation of mobile robots 

Most of the research on passive stereovision has been devoted to 
binocular vision for which two cameras are observing the same scene 
from two slightly different viewpoints (see | l | |2| and included refer-
ciKeii). Presently, following Yachida |3|, an increasing number of stud­
­­ are now concerned with trinocular vision in which a third camera is 
used to simplify the stereovision problem. Detailed references can be 
found in |4|. 

We introduce in this article an original method for trinocular stere­
ovision which has the following attractive features: 

• Flexibility, it allows for arbitrary positions of three different cam­
eras. Calibration is obtained by a simple automatic procedure. 

• Speed: 200 line segments (corresponding to approximatively 3000 
image points) are matched in about 2s 

• Reliability: typically less than 2 percent of the found matches 
are erroneous. Moreover noise or occluding boundaries which are 
often mismatched by conventional binocular systems, are reliably 
checked by trinocuiar systems, providing safer reconstruction re­
sults. 

• Accuracy: the use of a third camera provides an additional mea-
surement which increases the reconstruction accuracy of each 3D 
segment. 

The scheme of the method is the following: 

• Preprocessing: a graph based description of a polygonal approx­
imation of the contours is extracted from each image and the 
images are rectified so that the epipolar geometry, becoming sim­
pler, less computations are needed. 
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• Hypotheses Prediction: triplets of potential matches are derived 
from the previously constructed graphs by simple geometric ver­
ifications. 

• Hypotheses Validation: local consistency checks are performed 
to remove erroneous matches. 

2 Geometry of Tr inocu lar Stereovision 
Figure 1 shows the geometry of trinocular stereovision. We have three 
cameras, modelled by an optical center C, and an image plane P, 
Given a physical point A} its image on camera i is defined as the in­
tersection of the straight line AC, with the image plane Pi. Let us 
denote a,, i =1,2,3 the image of A on camera t. a1ta2,a3 are called 
homologous image points. 

Figure 1: Geometry of trinocular stereovision 
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