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Abstract

At present time, the problem of university
desertion in Peru is a social phenomenon
that involves loss of Peruvian public invest-
ment in higher education (not less than a
hundred of millions of dollars per year) and
also the investment of their parents. For that
reason, the aim of this research is to de-
velop a prediction modeling of the dropout
of Peruvian university students that allows
us to identify those at greater risk to leave
their studies, and giving a possibility to take
preventive measures which help to main-
tain the rate of desertion and in the long
term it might be reduced. In relation to the
solution, we have identified the most influ-
ential factors (twenty-four). Additionally,
the methodology used was KDD, and we
worked with three -classification algo-
rithms: Naive Bayes, Multilayer Perceptron
and C4.5 Decision Tree separately, and at
the same time forming a hybrid prediction
algorithm. Each algorithm has chosen
based on its greater frequency of use in di-
verse researches, and its high precision in
the prediction. The case study was the
School of Systems Engineering of the Na-
tional University of San Marcos; we used
840 student data from 2008 to 2013.

Keywords: Prediction, University Dropout,
Desertion Factors, Data Mining.

1 Introduction

University dropout is a social and economic prob-
lem in different societies, Shieu-Hong (2012) de-
fine it in several ways: as a total abandonment of a
university career, or as a change from one career to
another. In this work, the university dropout is the
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partial abandonment of studies, that is, the student
does not enroll in one or more academic cycles.

Currently, this social phenomenon is growing,
Pal (2012) establishes that in according to the Or-
ganization for Economic Cooperation and Devel-
opment (OECD), in 2010, the dropout rate in the
United States was 50%, and in France, between 36
and 75%, while in Germany was 20% and in Fin-
land, 10%. From the economic point of view, in ac-
cordance to Pal (2012), university desertion means
a loss of public investment in education and the in-
vestment of parents in the higher education of their
children. In Peru, between 40 and 50 thousand
young people drop out of college each year, repre-
senting no less than $ 100 million of the family
budget. In addition, the society suffers the loss of
professional labor and the increase of unskilled la-
bor, so it is important an early identification of stu-
dents at high risk of deserting in order to take pre-
ventive measures.

Since 1958, there are many studies to predict
university dropout using different methods in order
to help the early identification of potential drop-
outs. Thus Mustafa et al (2012) describe the K-
means clustering algorithm in the prediction of ac-
tivities of student learning. On the other hand, Asif
et al (2015) present a set of data mining models to
predict students' performance using GINI index de-
cision trees, decision trees with gain information,
precision decision trees, induction rules with Gain
information, neural networks, Naive Bayes and the
nearest K-neighbor. Chandra and Pawar (2016) use
the K-means clustering method to discover the
knowledge that comes from the educational envi-
ronment; while Kelley (2010) studied classification
and logistic regression trees to identify subgroups
of students most likely to be retained. In all these
studies, variables are academic or family factors,
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without considering other factors such as economic
type. Single prediction techniques as ARTMAP
neural network or ID3 and J48 Decision Trees were
used, but also knowing that hybrid methods pro-
vide better results in several types of problems, a
predictive hybrid model of university desertion us-
ing C4.5 Decision Tree, a Naive Bayes algorithm
and a multi-layer perceptron have been proposed
here based on others researches where they got bet-
ter results.

This research deals with the prediction of uni-
versity desertion of students of the Faculty of Sys-
tems Engineering and Computer Science of the Na-
tional University of San Marcos, by identifying
those students with the possibility of deserting,
through a predictive model implemented with min-
ing techniques.

The rest of the article is organized as follows,
section 2 contains a review of university dropout
papers, section 3 develops the research proposal,
section 4 explains the experiment and then section
5 analyzes the results and shows the conclusions.

2 Related work

There are lots of researches about dropout of uni-
versity students using data mining techniques, the
first study that talks on the subject of consequences
of desertion belongs to Tito (1975) and provides the
most commonly referred theoretical model pro-
posal.

About this issue, Affendey et al (2010) used
the Bayesian approach to classify student academic
achievement according to the sites or academic
consultations they perform within a university's
systems.

Porcel et al (2010) analyzed the relation of the
academic performance of the incoming students to
the Faculty of Exact and Natural Sciences and Sur-
veying of the National University of the Northeast
(FACENA-UNNE) in Corrientes, Argentina, dur-
ing the first year of career with the same socio-ed-
ucational characteristics. The performance was
measured by the passing of the partial or final ex-
ams of the first Mathematics subject. A binary lo-
gistic regression model was fitted, which ade-
quately classified 75% of the data.

Kovacic (2010) used data mining techniques
(decision trees and neural networks) to identify the
variables that define the profile of students who are
susceptible to drop out, based on the identification
of socio demographic and environmental variables
such as ethnicity, course program and course block,

which differ with the profile of successful students.
All these researches were about high school drop-
out. About classification approaches, the regression
tree classification (CART) was the most successful
with a global percentage of correct classification of
60.5%.

Later, Shah (2012) proposed data mining mod-
els to identify student performance based on vari-
ous factors such as: family background, social in-
tegration, academic integration, individual charac-
teristics, satisfaction with the characteristics of the
University, individual motivation. He studied dif-
ferent models of decision trees, neural networks,
rules and functions. His study concludes that deci-
sion trees, specifically the RandomForest algo-
rithm, implemented in the WEKA tool, is the one
that presents a better performance based on its pre-
cision (92.42%).

Also, Shieu-Hong (2012) applied learning al-
gorithms to analyze and extract information from
existing data and to establish predictive models;
some of them are: Decision Tree CART (Classifi-
cation and Regression), Decision Tree J48 and De-
cision Tree ADT (Abstract Data Type), using
WEKA software. His data set involved 934 stu-
dents with 22 attributes, obtaining 83.9% of predic-
tion accuracy using the decision tree ADT.

And more recently, Asif (2015) presented a set
of data mining models to predict student achieve-
ment by completing four years of high school cer-
tification using only academic, non-socio-eco-
nomic, and demographic factors. It uses the deci-
sion tree with GINI index, decision tree with gain
information, precision decision tree, induction rule
with gain information, neural networks, Naive
Bayes and the nearest K-neighbor. It works with a
set of balanced and unbalanced data, obtaining dif-
ferent precisions. The Naive Bayes algorithm pre-
sents an accuracy of 83.65%, which is the best re-
sult after having balanced the data.

3 Proposal

The present paper seeks to predict with a reasona-
ble accuracy, the end of student’s degree in the first
year of studies based on mainly knowledge discov-
ery method (KDD), the structure is shown in Figure
1. Educational, family, economic and personal fac-
tors have been considered, all of them contrasts
with other researches that address the same social
issue. At the same time, we decided to use a Hybrid
in order to improve our results of prediction. There-
fore, if a reasonable prediction can be reached, it
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will evidence that hybrid works better than a single
algorithm. Furthermore, if some of the main factors
are identify that not affect in student’s decision to
leave the university, they will be separated, making
the implementation of system intelligent, easier.

4 Methods and Experiment

As a result of comparing different machine learn-
ing techniques which resolve the problem of deser-
tion, three classification algorithms were selected,
with the highest precision in the prediction (see Ta-
ble 4). They are Naive Bayes, Multilayer Percep-
tron and C4.5 Decision Tree. On the other hand, the
classification model was implemented using
WEKA 3.9 taking account KDD (see Figure 1).
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Figure 1: KDD methodology of the proposal.

This case of study was implemented in San Mar-
cos University in the Faculty of System Engineer.
The data belongs to the academic years between
2008 and 2013, being in total 1,154 records with 89
possible desertion factors, at the beginning, as
shown in Table 5.

4.1 Methods and experiment

The institution provides the information from inter-
nal sources, one of them is the Unified System of
Enrollment (SUM), which contains academic in-
formation, and the second one is the database of the
Central Admissions Office (OCA) that saves fam-
ily, economic and personal factors. From both, the
information was given in .CSV format. Table 1
shows the distribution of students per year.

Year Number of students
2008 230
2009 152
2010 308
2011 149
2012 150
2013 165

Table 1: Distribution of students per year

4.2 Data collection

At the beginning the data was not in a suitable con-
dition to be used by the algorithms, for that reason,
it needs to be prepared before using them. The pro-
cess of cleaning involves removing null or anoma-
lous values and trying to reduce the number of cat-
egories for nominal attributes. Some of these fac-
tors that underwent changes are detailed below:

e “Own computer”, the null value was re-
placed by NOT COMPUTER.

e “Entrance year”, the number of process was
eliminated. For instance, 2008-I1 was
changed from 2008.

e “Disability”, It contains null values and was
eliminated.

e “Department”, the null values were replaced
by the mode.

e “Province”, the null values were replaced by
the mode.

As well, SAS MINER was used to create a pro-
gram which could select the main factors. Inter-
nally, Step Forward was configured as a selector
technique, giving as a result the list of the 24 final
factors shown in the Table 2.
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Variable

Values

Enrollment year

2008, 2009, 2010,
2011, 2012, 2013

cod_vcCodigo

4 digits or more

Gender

F (female), M (male)

pos_iattemps

0,1,2,3,4,5,6,7,8,9,10

pos_ilastschoolyear

before 2008

Live with Parents, alone ...
. Both parents,
Family type mother, father
<100 (public),
School type 101-300 (private),

> 401 (private)

fic_iHouse Type

Own, rented, other

fic_iHouseMaterial

Bricks, other

fic_iComputer

Yes, no

cal_iEAPPlace

1-100

Enrollment Type Direct, other
Last academic term 2008-1 - 2014-2
Actually works Yes, no

Old years 17 or more

fic_iFamily Income

<400, 801-1200,
1201-1600, 401-800,
> 1601 soles

validation. The study was tested several times by
adjusting the values, choosing the correct value and
comparing the precision value. The most appropri-
ate one will be selected for being used for the
model. The way that hybrid works is that, it gets de
results of prediction the other techniques and they
are added to a list of variables which becomes a
new list. Naive Bayes (it has been implemented in-
side) works with that and shows the results. Addi-
tionally, researchers attempted to add a new
method, which is Vector Support Machine; how-
ever, the results were lower than expected, 85%,
being the main reason to be excluded.

5 Results

The Table 3 shows that the hybrid technique has an
accuracy of 94.47%, however the Naive Bayes
technique has better precision 95.09% and it is bet-
ter than the other two techniques (91.41% for C4.5
Decision Tree and 92.02% for Multilayer Percep-
tron) with the same dataset. This is how the feasi-
bility of the Naive Bayes technique is accepted as
a predictor of university desertion, but also the pos-
sibility of using the hybrid technique is allowed,
since the % accuracy rate could improve according
to the training.

fic_iStudent Income 0, <300, > 301 % Accuracy
Score 0-2000 Training | Validation
Order of academic merit | 1 - 60 Naive Bayes 97.8 95.09
Weight score 0-20 Hybr.ld 87.5 94.47
Multilayer Perceptron 99.7 92.02
Number of courses -
Approved 0-63 C4.5 Decision Tree 99.3 91.41
Number of courses 0-209 .
Enrollment B Table 3: Percent of accuracy for each technique.
Number of courses 0-63

failed

Table 2: Final dataset for the proposal.

Fifteen of the most of the attributes including the
predicted class variable are nominal, and only nine
of the attributes are numeric.

4.3 Data mining

The classification model used in the intelligent sys-
tem was generated through WEKA, which has im-
plemented Naive Bayes, C4.5 Decision Tree and
Multilayer Perceptron algorithms. The data was di-
vided into two groups, the first for the training set;
it represents 75% of data, and the other 15% for

The Table 4 shows the results of other re-
searches, which have been reviewed. In compari-
son with that, these three techniques got a better
percentage of precision taking account the amount
of registers that have been used in the experiment
(training and validation). On the other hand, it was
very difficult to find a research, which implements
a hybrid technique for solving the same problem,
because of that there is no similar paper to compare
the results.

6 Conclusions

This study has developed an intelligent system
based on a model the hybridization of the Neural
Network Multilayer Perceptron, C4.5 Decision
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Tree and Naive Bayes Classifier. The software in-
tegrated for using those algorithms was WEKA.
Those techniques with the input variables selected
as influential allow having a high degree of preci-
sion in the prediction process of student dropout,
although Naive Bayes demonstrated that is more
accurate than hybrid method. Finally, the KDD
methodology allows a correct development of data
mining models and their implementation in this
case of study.

A recommendation to other researchers is to
integrate this intelligent system with a centralized
database which store the information of all stu-
dents, in order to avoid manual work of uploading
and cleaning the data before processing.
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Appendix A: Table 4.

ral Network

Method References Dataset | Precision
. Kabakchieva
Learning (2012) 10067 | 67.45
Hong Lin
(2012) 5943 68.8
Pal (2012) 300 80.8
Timaran
(2013) 7924 75
C4.5 Kabakchieva
Decision Tree | (2012) 10067 ) 72.74
Chee-
waprakobkit | 1600 85.2
(2013)
Formia
(2013) 11102 | 71.65
K-nearest é%blazl;"hleva 10067 | 70.47
neighbours 1=\ F 2015) | 347 74.04
Kabakchieva
(2012) 10067 | 73.59
. Chee-
gi‘iteﬂeg:fl waprakobkit | 1600 | 83.8
P (2013)
Abu Naser
(2015) 1407 84.6
ID3
Decision Pal (2012) 300 85.7
Tree
ADT Hong Lin
Decision (2012) 3943 83.9
Tree Pal (2012) 300 72.4
CART Hong Lin
Decision (2012) 3943 83.9
Tree Pal (2012) 300 72.4
Decision
Tree with | Asif (2015) 347 68.27
GINI
Decision
Tree with pre- | Asif (2015) 347 60.58
cision
Induction rule
with gain in- | Asif (2015) 347 55.77
formation
g‘(’)‘;%)m 5043 | 77.9
Naive Bayes 4 1'5012) 165 917
Asif (2015) 347 83.65
ARTMAP
Abu Naser
FUZZY Neu- (2015) 499 85

Table 4: Data mining techniques for

predicting university dropout.
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Appendix B: Table 5.

Factor References

Assistance Praveen (2013)

Loans Hong Lin (2012)

Teaching Pal (2012), Marra (2012)

Subjects studied Amaya (2013)

Annual income Rai  (2013), Amaya
(2013), Timaran (2013),
Formia (2013)

Lost materials Timaran (2013)

Socioeconomic level
of the family]|

Giiner (2014), Timaran
(2013), Valquiria (2013)

Weighted average

Cheewaprakobkit (2013),
Haderne (2012), Timaran
(2013), Abu Naser (2015)

Califications average

Cheewaprakobkit (2013),
Amaya (2013)

Type of admission

Pal (2012), Rai (2013)

Factor References
Family Size Timaran (2013),
Valquiria (2013),
Saher (2012)
Brothers in college Giiner (2014),
Timaran (2013)
Mother Giiner (2014),
Timaran (2013)
Father Giiner (2014),
Timaran (2013)
Number of brothers | Giiner (2014)
Time for extracurric- | Saher (2012)
ular activities
Type of family prob- | Rai (2013)

lem

Father's education

Pal (2012), Giiner (2014),
Rai (2013), Saher (2012),
Amaya (2013),

Valquiria (2013),

Membership

Marra (2012)

School location

Rai (2013), Abu Naser

Table 5: Desertion Factors

Failed test Haderne (2012) (2015), Valquiria (2013)
Time spent studying | Rai (2013) Middle schooling Rai (2013)
English Cheewaprakobkit (2013) ]S?:;s(t)ocl:ourse in high | Rai (2013)
Family income Pal (2012), Saher (2012) Average of the previ- | Praveen (2013),
Valquiria (2013) ous semester. Saher (2012)
Best weighted aver- | Cheewaprakobkit (2013) Top Rated Hong Lin (2012)
age
Type f)f house Timaran (2013) Grade gagd(ezr(r)liz()ion)
Location Pal (2012), Year of admission Haderne (2012)
Valquiria (2013)
Continent Cheewaprakobkit (2013) Counseling. Marra (2012)
Bedroom Cheewaprakobkit (2013) Study plan Marra (2012)
Native English Cheewaprakobkit (2013) ; ‘;i z:mmlng lan- | Asif (2015)
First generation Saher (2012) College expenditure | Rai (2013)
Type of job Formia (2013) Number of extracur- | Cheewaprakobkit (2013)
- - ricular courses
Children Formia (2013) Mother Occupation | Pal (2012), Formia (2013)
State Cheewaprakobkit (2013), Cbeewaprakobkit (2013),
Amaya (2013), Timaran Timaran (2013)
(2013), Valquiria (2013) Credits Cheewaprakobkit (2013),
Type of family Giiner (2014), Rai (2013), Amaya (2013),
Saher (2012) Abu Naser (2015)
Occupation father Pal (2012), Saher (2012), Type of high school. | Hong Lig(2012), Giiner
Cheewaprakobkit (2013), (2014?,. Timaran (2013),
Timaran (2013), Valquiria (2013),
Formia (2013) Abu Naser (2015)
Year of high school | Giiner (2014), Necessity Hong Lin (2012),
graduation Formia (2013) Kamal (2012)
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Factor References Factor References
Deprecated Courses | Haderne (2012), Origin Hong Lin (2012), Amaya
Timaran (2013), (2013), Valquiria (2013)
Saher (2012) Admission Note Giliner (2014), Haderne
Specialty Pal (2012) (2012), Saher (2012)
Semester Haderne (2012), Occupation Ama}{a .(201 3),
Amaya (2013) Valquiria (2013)
Work in university Giiner (2014) Has computer? Valquiria (2013),
i Saher (2012)
Enrollment value. Timaran (2013) Self-appraisal Valquiria (2013)
School day Timaran (20 1 3) Transport Valquma (2013)
Faculty Timaran (2013) Work Valquiria (2013)
Mother's education Pal (2012), Gune‘r (2014), Home Fong Lin (2012),
Saher (2012), Rai (2013), .
Haderne (2012), Rai
Amaya (2013), L
. (2013), Timaran (2013),
Valquiria (2013) "
. Valquiria (2013)
Work hours Cheewaprakobkit (2013), Age of admission Timaran (2013)
Formia (2013) &
Average high school. | Hong Lin(2012), Haderne Gender Hong Lin (2012), Pal
(2012), Saher (2012), (2012), Giiner (2014),
Abu Naser (2015) Amaya (2013), Marra
Enrolled in preferred | Saher (2012) (2012), Haderne (2012),
course. Timaran (2013), Malberti
High School Hong Lin (2012), (2013), Kamal (2012),
Ranking. Giiner (2014) Valquiria (2013), Saher
Age Hong Lin (2012), Pal (2012), Abu Naser (2015)

(2012), Saher (2012),
Cheewaprakobkit (2013),
Rai  (2013), Haderne
(2012), Kamal (2012),
Valquiria (2013)

Taste for the univer-
sity

Rai (2013), Saher (2012)

View of the univer-
sity system.

Rai (2013), Saher (2012)

View of infrastruc- | Rai (2013)

ture of the university.

Extracurricular Rai (2013)

courses view

Entertainment on Rai (2013)

campus view

Participation in extra- | Praveen  (2013), Rai

curricular activities

(2013), Saher (2012)

Year of birth

Giiner (2014), Haderne
(2012), Formia (2013)

Category

Pal (2012)

Ethnicity

Hong Lin (2012),
Kamal (2012),
Valquiria (2013),
Formia (2013)

Lives

Hong Lin (2012),
Valquiria (2013)

Table 5: Desertion Factors (continued)

Area materia Timaran (2013)
Lost semesters Timaran (2013)
Performance in inter- | Praveen (2013)
nal examinations

Performance in Praveen (2013)

seminars
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