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ABSTRACT 

Monte Carlo techniques have long been used (since Buf-
fon’s experiment to approximate the value of π by tossing a 
needle onto striped paper) to analyze phenomena which, 
due to their complexity and/or stochasticity, are beyond the 
reach of closed-form equations.  Basic examples of such 
studies are estimating the probability that military field 
communications will remain intact in the face of attack or 
the number of fish in an irregularly shaped lake.  Likewise, 
scheduling is a necessity for the planning, control, and im-
plementation of increasingly large projects in manufactur-
ing, civil construction, military operations, and many other 
fields.  We provide a framework for applying scheduling 
algorithms based on Monte Carlo simulation, to provide a 
scheduler, who inevitably confronts numerous uncertain-
ties, an inexpensive and a highly customizable tool that can 
be utilized in a common spreadsheet environment. 

1 INTRODUCTION 

The supervisor of complex, multifaceted work must pay 
close attention to the scheduling and interrelationships 
(such as precedence and priority) among numerous tasks 
which may collaborate (successive tasks all directed toward 
an objective) or compete for priority and scarce resources 
(Lawrence and Zanakis 1984).  Not only can effective 
scheduling yield cost savings and productivity increases, 
but also it can yield many other benefits (saving more lives 
in a hospital or reducing a university’s need to expand fa-
cilities (Stevenson 2005).  Numerous and relatively stan-
dardized approaches to scheduling are documented in 
sources such as (Pinedo 2002) and (Morton and Pentico 
1993).  Nevertheless, these methods typically have limited 
ability to adapt dynamically to changing conditions such as 
an unexpected raw material shortage, breakdown of a ma-
chine, sickness of a skilled worker, or rapid changes in pri-
ority driven by the marketplace.  Since Monte Carlo simu-
lation is intrinsically well equipped to support decision-
making when confronting uncertainty (Aburdene 1988), 

 

many industrial engineers and analysts have developed a 
variety of problem-specific approaches applying its power 
to dynamic scheduling within stochastic systems.  For ex-
ample, (Levchenkov and Gorobetz 2003) developed a 
method of scheduling “appointments to travel” within a 
conveyor system frequently receiving competing demands 
for service.  (Dangelmaier, Franke, and Scheideler 2003) 
provide an algorithm which helps ostensibly competing lo-
gistics companies schedule resource usage to provide glob-
ally improved response to customers’ collective demands.  
Likewise, (Mosca, Queirolo, and Tonelli 2002) have suc-
cessfully attacked a job-sequencing problem within a semi-
automated (hence relatively highly stochastic) production 
process using simulation.  In this paper, we extend work of 
this type by providing a more generic and adaptable meth-
odology and framework within which complex scheduling 
problems can be analyzed with the help of Monte Carlo 
methods.  These methods, first introduced by von Neumann 
and Ulam, have historically been viewed with either undue 
optimism or undue pessimism; the pendulum of aggregate 
opinion is returning to moderate optimism.  Justifications 
for this optimism are the steady increase in computer proc-
essor power and the increasingly dispersed awareness that 
understanding the overall structure of a particular problem 
is a prerequisite to attacking it effectively with Monte Carlo 
methods (Marchuk 1981). 

2 BACKGROUND OF PROBLEM AND 
PREVIOUS METHODS OF ANALYSIS 

We investigate a crew-scheduling problem at a plant manu-
facturing components for aircraft.  At present, schedulers 
assign orders to workstations using a spreadsheet, usually 
requiring one to two days to complete a schedule.  A 
scheduling template was designed in an EXCEL® spread-
sheet.  Initially, operators assign orders to complete at their 
due dates; then orders are rearranged manually in order to 
smooth the manpower requirements on a daily basis.  
There is a significant amount of heuristic knowledge of the 
floor operations, which schedulers utilize in building 
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schedules.  The main design philosophy of our solution 
concept is then to automate the most tedious parts of draw-
ing a schedule while still allowing the scheduler to apply 
his/her knowledge of how schedules should be constructed.  
Therefore, our goal is to help the scheduler reduce the 
scheduling time from three days to one.  

We designed a solution that would automate the proc-
ess of creating an initial schedule.  We wanted to have an 
efficient yet simple algorithm to speed up the process of 
creating an initial schedule.  The scheduler would then im-
prove this schedule based on factors not easily accommo-
dated in our algorithm. 

We have explored several approaches, including mixed-
integer programming and packaged scheduling software.  
Given time and budget considerations, we decided to build a 
simple tool integrated with the existing spreadsheet ap-
proach.  Significant advantages were ease of use, little im-
plementation effort, and low training requirements.  

An approach based at least in part on random searches 
was considered a promising place to begin our investiga-
tions.  Intuitive justification for this decision lies largely in 
the realization that many highly effective algorithms, such as 
genetic ones, admit randomness as an urgently needed es-
cape hatch from local (but non-global) optima (Gen and 
Cheng 2000).  At the core of the solution was an efficient 
search algorithm that strived to minimize an objective func-
tion of a normalized penalty function, allowing us to con-
sider not only manning requirements but also inventory. 

To measure the worker load, we use the variance of 
number of workers required daily. The scheduling horizon 
is eight weeks.  The variance measures the deviation of 
number of workers daily from the average number of 
workers required over the eight-week period.  A small 
variance implies that the number of workers required daily 
fluctuates little.  Strictly minimizing this variance can 
cause some orders to be scheduled much earlier than they 
are needed.  Therefore another criterion we added to the 
model is the average inventory holding days per order.  We 
assume that the orders will be shipped at their due dates.  
Therefore, if orders are completed earlier, then an inven-
tory holding cost is incurred.  Therefore, to minimize the 
inventory cost, we try to schedule orders as close to their 
due dates as possible. 

3 METHODOLOGY 

3.1 Spreadsheet 

We modified an existing EXCEL® spreadsheet to solve this 
problem.  We develop the solution algorithm using a Vis-
ual Basic for Applications (VBA) routine. The spreadsheet 
interface is shown in Figure 1. 

To make the algorithm accessible in a user-friendly 
manner, we developed built-in toolbars, as shown in Figure 
2.  The Import Data button imports order information 
from the client’s data file, which is in a comma-delimited 
 

 
Figure 1:  Spreadsheet Interface 

 
(CSV) format.  The Revert and Save buttons are useful 
when manual moves are performed.  Operators may save 
the schedule from time to time during improvement.  The 
Revert button recalls the last saved schedule into the 
spreadsheet.  The Clear button is designed to erase all or-
ders from the schedule.  Three effective intelligent search 
algorithms under the Optimization button help operators 
in search of a better schedule.  The details of these im-
provement-seeking algorithms will be discussed in the next 
section.  Operators may specify the running time for these 
algorithms.  The longer the running time is, the better the 
schedule tends to be. 
 

 
Figure 2:  Built-In Toolbars 

 
Furthermore, the spreadsheet gives users the ability to 

move or schedule orders manually.  Operators can select an 
order and move to any position desired, and then press the 
Update button to update the schedule. This action causes a 
scan of the existing schedule and highlights any problem-
atic assignments in various colors. An order with yellow 
shading indicates an early order, whereas an order with red 
shading implies that the order is assigned after its due date.  
An order with purple shading reminds operators that the 
order is assigned to the wrong part, as may happen when 
orders are manually assigned. The Comment feature in-
cluded provides order information, such as part number, 
order number, earliest date and due date.   

3.2 Search Algorithms 

One of the goals of scheduling was to level the number of 
workers required daily and to minimize the average inven-
tory holding days per order.  There are several ways to deal 
with these multi-objective problems.  One way is to opti-
mize one objective function first, and then attempt to im-
prove the second objective function while maintaining the 
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first objective function value.  Alternatively, the second 
approach is to improve both objective functions simultane-
ously.  However, as both objective functions have different 
units, we chose to use a normalization technique to com-
bine them. This method provides flexibility to consider cri-
teria other than those considered in this study. 

To use this normalization technique, the maximum 
and minimum objective function values are necessary.  In 
the case of the average inventory holding days per order, 
the minimum value can be obtained by scheduling all or-
ders by their due dates.  Similarly, assigning orders by their 
earliest dates provides the maximum value.  In case of the 
variance value, the minimum value is set to 0, while the 
maximum value is obtained from the initial schedule. 

The score (sc) of each objective function can be calcu-
lated using the following formula: 
 

minmax
mincurrent(i) sc
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Therefore, the modified objective function (net score) can 
be expressed as: 
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To obtain an initial schedule, orders are assigned by 

their due dates in the schedule.  An order is assigned to its 
due date first.  If the date is unavailable, then the order will 
be assigned to the date before the due date.  It is noticeable 
that the due-date-first rule obtains a schedule with small 
average inventory holding days and highly unbalanced 
worker load.  To improve the schedule, three effective 
search algorithms are described next. 

The first algorithm, namely the Local Search, seeks 
the best possible date within its time range constraint.  The 
algorithm starts by selecting an order randomly, and 
searching for the date with the best improvement, starting 
from the earliest date to its due date.  If the schedule is thus 
improved, then the schedule is updated.  Similar to the first 
algorithm, the second algorithm, the Monte Carlo Search, 
begins by randomly selecting an order.  However, instead 
of trying every possible date, the Monte Carlo Search se-
lects a date between its earliest date and its due date ran-
domly and performs the interchange process.  If improve-
ment occurs, then the schedule is updated. 

In the second algorithm, for each order, we assume 
that all feasible dates have equal probabilities of selection. 
However, one of our objective functions is to minimize the 
inventory holding days per order.  Thus, it is reasonable to 
assign different probabilities to different feasible dates.  In 
other words, a date close to an order’s due date should be 
selected with higher probability than a date close to its ear-
liest date.  Using this approach constrains orders to be as-
signed as close to their due dates as possible.  This modi-
fied algorithm is called the Modified Monte Carlo Search.  
For example, if the time range of an order is three days, the 
due date should have probability of 

6
3 , while the earliest 

date should have the probability of 
6
1 .  If improvement 

materializes, then the schedule is updated. 

4 A CASE STUDY 

We performed a small experiment to investigate the algo-
rithms’ performance.  We assigned equal weight (0.5) to 
both objective functions and ran each algorithm for 15 
minutes and observed the results.  Note that the sum of all 
weights must be equal to 1.  Figure 3 shows that the Monte 
Carlo Search outperforms other algorithms, while the local 
search seems to have the worst performance of all.  When 
we assigned higher weight to worker load variance (0.9), 
Figure 4 shows that the Monte Carlo Search still remains 
the best algorithm.  It is observed that if the computer run 
time is our constraint, Modified Monte Carlo Search out-
performs Local search.  Otherwise, in a long run, the Local 
Search may obtain a better schedule than the Modified 
Monte Carlo Search does.  Figure 5 demonstrates the re-
sults when assigning the weight of 0.9 to the average in-
ventory holding days per order objective function.  Since 
orders in the initial schedule, assigned by the due dates, al-
ready obtain a low value of the average inventory holding 
days, we see little improvement in Figure 5. 
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Figure 3:  Weights (0.5, 0.5) 
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Figure 4:  Weights (0.1, 0.9) 
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Figure 5:  Weights (0.9, 0.1) 

 
Furthermore, we tested the performance of the algo-

rithms when early jobs are allowed.  We set the maximum 
early days to 5.  That is, an order may be assigned up to 5 
days before its earliest date. It is observed that the per-
formance of the Modified Monte Carlo Search improves 
noticeably.  Furthermore, Figure 6 shows that if weights 
are assigned equally to both objective functions, the Modi-
fied Monte Carlo Search may outperform the other two al-
gorithms.  When the weights vary (Figures 7-8), the Modi-
fied Monte Carlo Search performs almost equivalently to 
the Monte Carlo Search, if not better.  One reason for this 
phenomenon is the increase in the time-range constraint.  If 
the time range is wide, the Modified Monte Carlo Search 
tends to be more effective in selecting a better date than 
Monte Carlo Search.  If a longer running time is permitted, 
the Modified Monte Carlo Search may outperform the 
Monte Carlo Search.  Furthermore, when the time range 
increases, the Local Search requires more time to search 
for the best date for each order. 
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Figure 6:  Weights (0.5, 0.5) with Max. Early days = 5 

 
Although there is no guarantee that these algorithms can 

deliver optimal solutions, the results seem to be very accept-
able, as the number of workers required daily shows no 
dramatic fluctuations.  Furthermore, a better schedule can be 
obtained if longer running time is permitted.  Nevertheless, 
we tested these algorithms with only one dataset.  Additional 
tests are required to draw firmer conclusios concerning the 
performance of these algorithms. 
0.000

0.100

0.200

0.300

0.400

0.500

0.600

0.700

0.800

0.900

1.000

time

Sc
or
e

L.S. Score

M.S. Score

M.M. Score

 
Figure 7:  Weights (0.1 0.9) with Max. Early days = 5 
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Figure 8:  Weights (0.9 0.1) with Max. Early days = 5 

 
There is also room to improve the solution speed by choos-
ing better initial schedules.  Nevertheless, the purpose of 
this paper is not to provide the reader the best algorithm of 
all.  Instead, we intend to give the reader an example of 
how to implement similar algorithms in similar problems. 

5 CONCLUSIONS AND INDICATED  
FUTURE WORK 

The goal of this paper is to describe a practical solution 
that is facilitated by the flexibility of Monte Carlo meth-
ods. Combined with a simple and user-friendly approach, 
the described solution cost-effectively satisfied a need for 
an improved scheduling tool.  We show that an Excel® 
spreadsheet is an alternative powerful tool in solving such 
complex scheduling problems.  As most users are already 
familiar with this spreadsheet tool, training becomes easier 
and requires less time to understand how to use the model. 
We find that the Monte Carlo method provides a conven-
ient way to consider multiple objectives within a single 
search algorithm for similar size problems.  

We show an example of using a spreadsheet in solving 
a real-life worker scheduling problem.  We designed our 
spreadsheet similar to the existing spreadsheet with addi-
tional built-in toolbars.  Users have the ability to assign the 
schedule manually and automatically.  Furthermore, we 
developed several effective algorithms using Visual Basic 
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for Applications (VBA).  These promising algorithms pro-
vide consistently good results, although not necessarily op-
timal, within an acceptable running time.  Additionally, 
several academically effective search algorithms, such as 
genetic algorithm and simulated annealing, may be studied 
in search of a near-optimal schedule.  
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