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Summary 

A s i m u l a t i o n model o f human s h o r t - t e r m 
memory has been f o r m u l a t e d . The model p o s t u l a t e s 
a number o f b a s i c i n f o r m a t i o n p rocesses w h i c h a re 
execu ted in a s e r i a l f a s h i o n and each has an 
a s s o c i a t e d t i m e p a r a m e t e r . The model a l s o 
p o s t u l a t e s t h a t i n f o r m a t i o n i s l o s t f r om memory a s 
a r e s u l t o f decay . The n a t u r e o f t h i s decay i s 
e x p o n e n t i a l and i t s r a t e i s a model p a r a m e t e r . 
S e v e r a l s t u d i e s were s i m u l a t e d i n wh i ch t he 
p r o c e s s i n g - t i m e and d e c a y - r a t e pa ramete rs were 
m a n i p u l a t e d i n o r d e r t o d e t e r m i n e t h e m o d e l ' s 
s e n s i t i v i t y t o t hese p a r a m e t e r s . A l s o , the 
m o d e l ' s p e r f o r m a n c e was examined as a f u n c t i o n of 
whe the r o r n o t v i s u a l i n f o r m a t i o n i s s t o r e d i n 
STM and whe the r o r d e r i n f o r m a t i o n i s r e t a i n e d 
p e r f e c t l y o r l o s t as a r e s u l t o f decay . The 
r e s u l t s o f t h e s e s i m u l a t e d s t u d i e s were compared 
t o e x p e r i m e n t a l d a t a i n o r d e r t o d e t e r m i n e a t 
w h i c h p a r a m e t e r v a l u e s and under wh i ch c o n d i t i o n s 
o f v i s u a l and o r d e r i n f o r m a t i o n s t o r a g e the model 
p e r f o r m s most a p p r o p r i a t e l y . 

I n t r o d u c t i o n 

The p a s t decade has w i t n e s s e d a tremendous 
upsurge i n t h e amount o f t h e o r e t i c a l and e x p e r i ­
m e n t a l work on human memory t h a t has appeared in 
t h e p s y c h o l o g i c a l l i t e r a t u r e . For a d e s c r i p t i o n 
o f some o f t h e most n o t a b l e t h e o r e t i c a l e f f o r t s 
t h e r e a d e r i s r e f e r r e d t o s e v e r a l p a p e r s . 1 , 2 , 3 , 4 , 5 , 
A number o f e x c e l l e n t r e v i e w s 6,7,8 ,9 o f e x p e r i ­
m e n t a l work a r e a l s o a v a i l a b l e . 

T h i s paper p r e s e n t s t h e r e s u l t s o f some 
e x p l o r a t i o n s o f a s i m u l a t i o n model3 o f human 
memory. The model i s a t h e o r y o f t h e average 
s u b j e c t ( s ) . L i k e s e v e r a l o t h e r r e c e n t t h e o r i e s 
o f human memory, 1 , 2 , 4 t h i s model p o s t u l a t e s t h r e e 
s e p a r a t e s t o r a g e sys tems: senso ry s t o r a g e -
sometimes r e f e r r e d to as v e r y - s h o r t - t e r m memory 
(VSTM), s h o r t - t e r m memory (STM) and l o n g - t e r m 
memory (LTM) . The senso ry s t o r a g e is v iewed as a 
p e r i p h e r a l t y p e o f memory, and t h e r e i s g e n e r a l 
agreement t h a t i n f o r m a t i o n s t o r e d i n t h i s t y p e o f 
memory i s l o s t t h r o u g h decay i n a m a t t e r o f a 
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few seconds o r l e s s . There a re two p r e v a i l i n g 
p o i n t s o f v i e w a s t o why i n f o r m a t i o n i s l o s t f r o m 
STM. One v i e w s t a t e s t h a t i n f o r m a t i o n i s l o s t as 
a r e s u l t o f decay , w h i l e t h e a l t e r n a t i v e i s t h a t 
STM has a l i m i t e d c a p a c i t y and i t ems a re l o s t by 
b e i n g r e p l a c e d by new i t ems e n t e r i n g t h e memory 
sys tem. S ince t h e i s s u e has n o t l e n t i t s e l f t o 
any c l e a r - c u t e x p e r i m e n t a l r e s o l u t i o n , t h e c h o i c e 
between these a l t e r n a t i v e p o s t u l a t e s i s a lmos t a 
m a t t e r o f t h e o r e t i c a l s t y l e . Regard ing LTM, i t i s 
g e n e r a l l y agreed t h a t w h i l e r e c a l l o f i n f o r m a t i o n 
f r o m t h i s memory system i s n o t p e r f e c t , t he reason 
is a l o s s o f access to t he i n f o r m a t i o n and n o t a 
l o s s o f the i n f o r m a t i o n i t s e l f . The focus o f t h e 
p r e s e n t model is on STM. 

The work r e p o r t e d he re had two ma jo r 
p u r p o s e s . The f i r s t purpose was t o c a r r y o u t 
s e n s i t i v i t y ana l yses o f v a r i o u s model p a r a m e t e r s . 
The s p e c i f i c pa ramete rs e x p l o r e d can be v iewed in 
t h e c o n t e x t o f two fundamen ta l assumpt ions i n t h e 
mode l : (1) t h e human is a s e r i a l p r o c e s s o r ; and 
(2) i n f o r m a t i o n i s l o s t f r om STM as a r e s u l t o f 
autonomous decay ove r t i m e . The f i r s t assumpt ion 
l e a d s t o t h e s p e c i f i c a t i o n o f a t i m e - c h a r g e 
pa ramete r f o r each b a s i c model p r o c e s s , w h i l e t h e 
decay assumpt ion leads to a se t o f d e c a y - r a t e 
p a r a m e t e r s . The p r i m a r y reason f o r e x p l o r i n g 
these pa ramete rs i s t o d e t e r m i n e t h e m o d e l ' s 
s e n s i t i v i t y t o them and t o e s t a b l i s h w h i c h 
pa ramete r v a l u e s l e a d t o the bes t match w i t h 
a c t u a l human memory d a t a . 

The second purpose o f t h i s e f f o r t was t o 
e x p l o r e t h e i m p l i c a t i o n s o f t h i s model f o r two 
c u r r e n t i s s u e s . The f i r s t i s s u e concerns whe ther 
i n a t t e m p t i n g t o model t h e s t o r a g e and r e c a l l o f 
a sequence o f i t e m s i t i s necessa ry t o p o s t u l a t e 
t h e l o s s o f o r d e r i n f o r m a t i o n . Conrad1 0 has 
argued t h a t pe r fo rmance in such a t a s k can be 
accoun ted f o r by a model t h a t assumes o r d e r 
i n f o r m a t i o n i s r e t a i n e d p e r f e c t l y ( o n l y i t e m 
i n f o r m a t i o n i s l o s t ) . Other t h e o r i s t s 1 1 * 1 2 have 
p roposed t h a t o r d e r i n f o r m a t i o n i s s t o r e d and 
r e t r i e v e d s e p a r a t e l y f r o m i t e m i n f o r m a t i o n , and 
t h a t o r d e r i n f o r m a t i o n may b e l o s t i n d e p e n d e n t l y . 
The second i s s u e concerns t h e n a t u r e o f i t e m 
i n f o r m a t i o n t h a t s e t s s t o r e d i n STM. S e v e r a l 
s t u d i e s 1 3 , 1 4 , 1 5 , 1 6 , 1 7 i n d i c a t e t h a t STM c o n s i s t s 
p r i m a r i l y o f a u d i t o r y i n f o r m a t i o n . The i s s u e i s 
whe the r o r n o t v i s u a l i n f o r m a t i o n i s a l s o s t o r e d 
and r e t r i e v e d . S e v e r a l s t u d i e s 1 8 , 1 9 , 2 0 i n d i c a t e 
t h a t v i s u a l i n f o r m a t i o n seems t o p l a y a m ino r 
( i f any) r o l e i n r e t r i e v a l f r o m STM. Both t h e 
o r d e r i n f o r m a t i o n and v i s u a l i n f o r m a t i o n i s s u e s 
were e x p l o r e d b y a p p r o p r i a t e m a n i p u l a t i o n s o f 
t h e m o d e l . 
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A Descr ip t ion of the Model 

Since a de ta i l ed desc r i p t i on of the model is 
presented elsewhere,3 only an overview of I t s 
s t ruc tu res and processes w i l l be presented here. 
Although the model is intended to represent the 
human memory system, in its present stage of 
development it is a c t u a l l y a s imu la t ion of 
performance in a p a r t i c u l a r task . The task is the 
standard memory-span procedure where a sequence of 
items Is presented, f o l l ow ing which the subject 
(s) reproduces as many of the items as he can 
remember. At present the simulated task is 
l i m i t e d to a 37 item vocabulary; the 10 d i g i t s , 
0 -9 , the 26 l e t t e r s of the alphabet, and a specia l 
symbol i nd i ca t i ng the end of the sequence. 

Before descr ib ing the s t ruc tures and 
processes that make up the model, It is 
appropr ia te to note two basic concepts that are 
fundamental to understanding the model. These 
model concepts are a simulated c lock and a window, 
and should be f a m i l i a r to those acquainted w i t h 
the EPAM model2 1 of verba l l ea rn i ng . The c lock 
is e s s e n t i a l l y a cumulat ive record of the time 
requi red by the var ious memory processes. Each 
time a process is ca r r i ed out the c lock is 
incremented by an amount of t ime associated w i t h 
tha t process. The time base simulated in the 
model is m i l l i seconds . The window, a ser ies of 
c e l l s , represents the v i s u a l d isp lay or the tape 
recorder through which items are presented to j>. 
The experimenter rou t ines moni tor the simulated 
c lock and at appropr ia te times put in fo rmat ion 
i n t o or take in fo rmat ion out of the window. The 
simulated s a lso monitors the window, and through 
i t the in fo rmat ion i s "seen" o r "heard " . 

Although the d i g i t s and l e t t e r s make up the 
simulated s's vocabulary, they are not the basic 
un i t s of in fo rmat ion w i t h which the model dea ls . 
Ins tead , the in fo rmat ion u n i t s or components are 
a set of v i s u a l and aud i to ry features that def ine 
the v i s u a l and aud i to ry dimensions of the 
vocabulary i tems. The v i s u a l components are a 
set of 21 basic l i n e segments and l i n e r e l a t i o n ­
ships which inc lude elements f o r descr ib ing a 
standard p r i n t e d vers ion of the d i g i t s and 
l e t t e r s . For example, the v i s u a l desc r i p t i on of 
the l e t t e r X would cons is t of three components: 
a p o s i t i v e s lop ing l i n e , a negat ive s lop ing l i n e 
and an i n t e r s e c t i o n . The aud i to ry components are 
a set of 43 phonemes which are used to descr ibe 
the sounds of the items1 names. The aud i to ry 
dimension of the l e t t e r B, f o r example, is made 
up of two phonemes, b and e. Each of the d i g i t s 
and l e t t e r s can be uniquely def ined by some 
combination of e i t he r the aud i to ry components 
(which descr ibe how the i tem sounds) or the v i s u a l 
components (which descr ibe what the i tem looks 
l i k e ) . 

The basic f o r g e t t i n g mechanism in t h i s 
model postu la tes tha t in fo rmat ion u n i t s in STM 
decay in t ime. The model contains 30 d i f f e r e n t 
decay r a t e s , where each ra te is described by an 
exponent ia l equation g i v i ng the p r o b a b i l i t y tha t 
a u n i t of i n fo rma t i on , a component, can be 

r e t r i v e d as a func t i on of the length of time that 
it has been in memory. The form of these 
equations is 

-Bt 
p - Ae + C (1) 

where p is the p r o b a b i l i t y that the component is 
r e t r i e v e d , t is the length of time the component 
has been in s to re , and A, B, C are f ree 
parameters. The C parameter, which represents 
the asymptote, is assumed to be 0. The A 
parameter, the p r o b a b i l i t y of r e t r i e v a l of the 
un i t at time t = 0, is assumed to be 1. These 
assumptions leave the decay r a t e , B, as the f ree 
parameter descr ib ing the decay f u n c t i o n . 

As noted e a r l i e r , memory is represented as 
three separate storage systems: sensory storage, 
STM and LTM. The LTM is a l i s t s t ruc tu re which 
contains in fo rmat ion that is permanently 
ava i lab le to s. In order to simulate the human 
in a memory-span task cons is t ing of sequences of 
d i g i t s and l e t t e r s , LTM contains in format ion 
about d i g i t s and l e t t e r s tha t is re levant to 
t h i s p a r t i c u l a r task . The nature of the 
s t ruc tu re is shown in F i g . 1 . I t consis ts o f a 
l i s t (LO) conta in ing the names of a l l items in 
the vocabulary (L1-L37). Each i tem is in tu rn 
the name of the l i s t that contains the names of 
two s u b l i s t s . One s u b l i s t contains the aud i to ry 
components that describe the sound of the i tem's 
name, and the second s u b l i s t contains the v i s u a l 
components tha t describe what the i tem looks 
l i k e . 

The STM s t ruc tu re consis ts of an un l im i ted 
number of memory c e l l s , M1-Mn, each of which 
holds a l l i n fo rmat ion about an i n d i v i d u a l i tem 
(a d i g i t or l e t t e r ) . The c e l l s are connected by 
l i n k s which represent order i n fo rmat ion . 
A c t u a l l y , each M l oca t i on is not a s ing le c e l l 
but a large number of memory c e l l s organized 
i n t o a l i s t s t r u c t u r e . The memory s t ruc tu re fo r 
an i tem is shown in F i g . 2. The s t ruc tu re is 
made up of s u b l i s t s each of which contains three 
types of in fo rmat ion : the name of an aud i tory 
component, the c lock time at which tha t component 
was stored in STM, and a decay func t ion spec i ­
f y i n g the exponent ia l r e l a t i onsh ip between the 
p r o b a b i l i t y of r e t r i e v i n g the component and the 
length of t ime the component has been in s t o re . 
An important assumption of the model should be 
noted; namely, the decay of the i n d i v i d u a l 
components of an item occurs independent ly. 
A lso, F i g . 2 shows only aud i to ry components (P's) 
in STM which is the procedure fo l lowed in the 
o r i g i n a l vers ion of the model. As described 
e a r l i e r , one purpose of the work reported in 
t h i s paper was to explore the model's 
performance when v i s u a l as w e l l as aud i to ry 
components are s to red . 

The l i n k in fo rmat ion in the memory 
s t ruc tu re cons is ts of the name of the memory 
l oca t i on In which the i tem fo l l ow ing the present 
one w i l l be s to red , a time tag represent ing 
when t h i s in fo rmat ion is s to red , and a decay 
func t i on descr ib ing the r e l a t i onsh ip between 
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the p r o b a b i l i t y of r e t r i e v i n g the loca t ion of the 
next memory c e l l and the time that the c e l l name 
has been in memory. I t is the l i n k in format ion , 
of course, that makes it possible fo r the model 
to r e c a l l the items in the correct order. When 
the l i n k decay parameter is set at a very slow 
ra te , the model represents the s i t u a t i o n where 
order in format ion is reta ined p e r f e c t l y . 

Sensory storage is represented in a very 
rudimentary fashion in the present vers ion model. 
I t contains the names of the audi tory or v i sua l 
components (depending upon the mode of presenta­
t ion) tha t are e i t he r cu r ren t l y in the window or 
have recen t l y been removed from the window. As 
long as the components ex i s t in the window, the 
p r o b a b i l i t y of r e t r i e v i n g them from sensory 
storage is u n i t y . I f , however, an i tem has 
already been taken out of the window and the next 
i tem has not yet appeared, the p r o b a b i l i t y of the 
i tem j u s t removed from the window being re t r ieved 
from sensory storage is an exponential func t ion 
of the time elapsed since the i tem l e f t the 
window. In other words, as long as the in format ion 
is in the 'S's aud i tory or v i s u a l environment, i t s 
p r o b a b i l i t y o f being taken in co r rec t l y i s pe r fec t ; 
but i f i t has been removed from the environment 
i t s a v a i l a b i l i t y decays exponent ia l ly over a 
short per iod of time (the in format ion loss w i l l be 
v i r t u a l l y complete in two seconds). When the 
components of a new i tem appear in the window, 
these components are put i n t o the sensory storage 
replac ing those tha t were there prev ious ly . 

There are a number of memory processes in 
the model which simulate jS's in format ion 
processing whi le performing t h i s task. These 
processes inc lude tak ing in in format ion from the 
environment, s to r i ng in format ion in memory, 
r e t r i e v i n g in fo rmat ion from memory, and ou tpu t t ing 
in format ion to the environment. The general f low 
of events in the model is as fo l lows: 

1. A set of v i s u a l or audi tory components 
(depending upon the presentat ion mode) are 
presented to s by p lac ing the components in 
the window. 

2. The s not ices ("sees" or "hears") the 
set of components. 

3. The s searches LTM and f inds an i tem 
whose components match the input ( the item 
i s recognized. 

4. An STM s t ruc tu re is set up fo r the i tem 
w i t h a substructure fo r each component. 
Each substructure contains the component's 
name, the time it was stored and an 
exponent ia l f unc t i on descr ib ing i t s decay 

• (see F i g . 2 ) . 

5. I f the next i tem has not yet been 
presented (which is determined by examining 
the window to see if something new has 
appeared), the items already in STM are 
rehearsed dur ing the i n t e r i t e m i n t e r v a l . 
Rehearsal cons is ts of r e t r i e v i n g components 

of an item from an STM c e l l , recognizing 
the i tem by f i nd ing a match in LTM, and then 
updating the component substructures in STM. 
Updating involves rese t t i ng the time tag to 
the current value of the c lock and changing 
the decay funct ion so that the component 
decays at a slower r a te . Rehearsal dur ing 
the i n te r i t em i n t e r v a l always s ta r t s w i th 
the f i r s t i tem in the sequence. 

6. At spec i f i c po ints during the above 
a c t i v i t i e s s checks the window to f i nd out 
if a new item has been presented, and if i t 
has the process branches back to step two. 
The window checkpoints occur every time s 
f in ishes processing a complete i tem. In 
other words, the window w i l l be checked 
a f t e r a new item is taken in and recognized 
and a f t e r each item is rehearsed. 

7. When the specia l "output" s ignal appears 
and is recognized, con t ro l is t ransfer red to 
a respond process that attempts to r e c a l l 
the i tems. The respond rout ine works much 
l i k e the rehearsal rout ine in that components 
are re t r ieved from STM and recognized as an 
i tem in LTM. An add i t iona l process in 
responding involves ou tpu t t ing the item to 
the environment--simulat ing S's w r i t i n g or 
ve rba l i z i ng the i tem. 

8. When r e c a l l of a sequence is complete, 
the STM st ructures represent ing that 
sequence are erased. A new sequence is 
then begun w i t h nothing in STM. Thus, at 
present the model does not deal w i th pro­
ac t ive or re t roac t i ve in ter ference between 
sequences. 

One add i t i ona l procedure should be spel led 
out that is not included in the above desc r ip t i on ; 
namely, the manner in which the model orders the 
items dur ing rehearsal and responding. As 
mentioned e a r l i e r , the STM st ructures contain 
l i n k in format ion (see F i g . 2) which spec i f ies 
the name of the c e l l in which the components 
(w i th t h e i r associated time tags and decay 
funct ions) of the next i tem are s tored. This 
l i n k in format ion is added to the STM st ruc ture 
a f t e r the next i tem is taken i n . In other words, 
the l i n k in format ion in the f i r s t memory 
s t ruc tu re w i l l not be put there u n t i l the second 
i tem has been taken in and set up in the second 
memory s t r u c t u r e . During rehearsal and 
responding the model attempts to go from one 
i tem to the next by r e t r i e v i n g the loca t ion of 
the next i tem. This r e t r i e v a l e f f o r t is simply 
a matter of using the decay funct ion spec i f ied 
in the l i n k and computing a p r o b a b i l i t y of 
r e t r i e v a l . A random number is then generated 
and the l i n k is or is not r e t r i eved . When a 
l i n k is not r e t r i e v e d , the model w i l l randomly 
se lec t one of the STM st ructures that has not 
yet been addressed in the current rehearsal or 
respond sequence. Of course, when the decay 
parameter is set at a very slow r a t e , l i n k 
in format ion is not l os t - a cond i t ion to be 
explored. 
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I t i s worthwhi le to note the k inds o f 
mistakes that the model makes and what the ou t ­
comes of these mistakes a re . A f i r s t type of 
e r ro r occurs when the presenta t ion ra te being 
simulated is very fas t and an i tem enters and 
leaves the window before S sees or hears i t . 
When such an event occurs the model simply 
continues i t s normal pa t t e rn of behavior as 
though noth ing had happened; i . e . , s simply 
missed the i tem. A second type of e r ro r r e s u l t s , 
from the f a i l u r e to r e t r i e v e components from STM. 
When only a subset of an i t em 's components are 
r e t r i e v e d from the STM which do not def ine a 
unique i tem in LTM, the model must choose among 
those items in LTM tha t are cons is tent w i t h the 
r e t r i eved components. Suppose, f o r example, the 
aud i to ry components of the l e t t e r F (e and f) 
had been stored in an STM s t r u c t u r e . If dur ing 
rehearsal or responding the r e t r i e v a l process 
had re t r i eved only the e phoneme, there would be 
nine l e t t e r s in LTM cons is tent w i t h t h i s re t r i eved 
component—F, L, M, N, S and X. The model would 
choose among these a l t e r n a t i v e s on a random 
bas is . From t h i s desc r i p t i on of the procedure 
and the f ac t tha t components make up the contents 
of STM, It should be obvious that the i n t r u s i o n 
e r ro rs made by model tend to have components 
in common w i t h the cor rec t i t em. This commonality 
of components, i n c i d e n t a l l y . has been demonstrated 
in several experiments.13,16 A t h i r d type o f 
mistake tha t the model makes has to do w i t h the 
order ing of I tem (except where order in fo rmat ion 
i s re ta ined p e r f e c t l y ) . I f i n at tempt ing t o f i n d 
the l oca t i on of the next i tem in STM the model 
f a i l s to r e t r i e v e the appropr iate l i n k , i t may go 
to an inappropr ia te STM l o c a t i o n . Since t h i s 
l i n k or order in fo rmat ion is independent o f the 
i tem in fo rmat ion (components), the model is 
capable of r e t r i e v i n g the cor rec t items but 
g e t t i n g them in an incorrect order—a r e s u l t tha t 
i s c l e a r l y cons is tent w i t h ac tua l performance 
data . 

As mentioned e a r l i e r , each time a basic 
process is ca r r i ed out the c lock is Incremented 
by an amount of time associated w i t h tha t 
process. The model contains 7 such t ime-charge 
parameters. The basic processes f o r which time 
is charged and the names of the time-charge 
parameters- - in parentheses—are: 

1. Check window (TCHKW)—this process 
determines if a new i tem has appeared in the 
window; 

2. Basic s tore and update (TSTUP)—this 
process stores or updates a component in 
STM; 

3. Basic component r e t r i e v a l (TRTCOM)~ 
t h i s process r e t r i e v e s a component from STM; 

4 . Basic l i n k r e t r i e v a l (TRTLNK)—this 
process r e t r i e v e s a l i n k from STM; 

5. D i sc r im ina t i on / recogn i t i on (TDSCRM) — 
t h i s process r e t r i e ves an Item from LTM 
tha t is cons is tent w i t h a set of components; 

6 . D i sc r im ina t i on / recogn i t i on dec is ion 
(TDMDEC)--when more than one i tem in LTM is 
cons is tent w i t h a set of components, t h i s 
process chooses one of the a l t e r n a t i v e s ; 

7. Respond (TRSPND)--this process simply 
outputs an i tem to the environment. 

Parameter S e n s i t i v i t y Studies 

A ser ies of s imula t ion runs was ca r r i ed out 
to explore the model's performance: (1) w i th 
d i f f e r e n t values of the time charge parameters; 
(2) w i t h d i f f e r e n t component-decay ra tes ; (3) 
when the decay ra te f o r l i n ks is v i r t u a l l y 
per fec t (order in fo rmat ion is not l o s t ) ; and 
(4) when v i s u a l as we l l as aud i to ry components 
are stored in STM. The model is programmed in 
SLIP and has been run on a CDC 6400 computer. 
In i t s present stage of development the model 
requi res approximately 40,000 memory locat ions 
and simulates performance on s l i g h t l y more than 
two sequences per second. 

Time Charge Parameters 

In the i n i t i a l vers ion of the model the 
fo l l ow ing "base" values ( i n mi l l i seconds) were 
assigned to the seven time-charge parameters: 
TCHKW = 25, TSTUP - 25, TRTCOM = 25, TRTLNK - 25, 
TDSCRM - 100 TDMDEC = 300 and TRSPND = 250. 
These p a r t i c u l a r values were selected to a l low 
the model match the resu l t s of experiments23,24 
which i nd i ca te tha t ss are capable of rehearsing 
3 to 4 items per second. The d i f fe rences in 
magnitude among these values r e f l e c t the fac t 
tha t the TRTLNK, TDSCRM, TDMDEC and TRSPND 
parameters are associated w i t h processing an 
e n t i r e i tem, whi le TSTUP and TRTCOM are 
associated w i t h processing component in format ion 
and are , t he re fo re , added to the c lock many times 
w i t h i n the processing of a s ing le i tem. 

Five of the time-charge parameters were 
var ied in e ight computer runs according to the 
values in Table 1. TSTUP and TRTCOM were 
assigned i d e n t i c a l values and each manipulat ion 
of a p a r t i c u l a r parameter was combined w i t h the 
base values of the other parameters. In other 
words, the r e s u l t s of these runs do not provide 
data regarding the i n te rac t i ons between the 
parameters. Each of the e ight cond i t ions of 
the time-charge parameters was simulated w i t h i n 
nine condi t ions of two task va r i ab l es . These 
task var iab les and the values at which they 
were represented were presenta t ion ra te ( 1 , 2 
or 3 consonants per sec.) and sequence length 
(6 , 8 or 10 consonants). The reason fo r using 
only consonants in these sequences w i l l be 
discussed l a t e r . Twenty- f ive sequences were 
simulated under each of the 72 cond i t i ons . The 
simulated S was requi red to r e c a l l as many 
consonants as presented (he has to guess when 
the cor rec t I tem is not remembered). 

In analyzing the model's performance, an 
i tem-scor ing technique was used. In order to be 
considered cor rec t an item had to be in the 
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T a b l e 1 . 

Va lues Ass igned to T ime-Charge Parameters 

T ime-Charge Time (msec. ) 
Parameter 

Base Other S imu la ted 

Va lues Va lues 

TSTUP & TRTCOM 25 10 , 5 0 , 100 

TDSCRM 100 250 
TRTLNK 25 5 0 , 100 

TRSPND 250 500 

p r o p e r p o s i t i o n i n t h e o u t p u t sequence. Tab le 2 
p r e s e n t s a summary o f t h e r e s u l t s . I n c r e a s e s 
in t h e v a l u e of TSTUP and TRTCOM f r o m 10 to 100 
msec, p roduced c o n s i s t e n t decrements i n t he 
m o d e l ' s p e r f o r m a n c e . A s e r i a l p o s i t i o n a n a l y s i s 
showed t h a t f o r t he 25 and 50 msec, v a l u e s most 
o f t h i s decrement was l o c a l i z e d i n t h e m i d d l e and 
end o f t h e sequence. A t 100 m s e c , however , the 
decrement o c c u r r e d a t a l l s e r i a l p o s i t i o n s . The 
i n c r e a s e in TDSCRM a l s o p roduced a marked 
pe r fo rmance dec remen t , e s p e c i a l l y a t t h e f a s t e s t 
p r e s e n t a t i o n r a t e . T h i s decrement r e s u l t e d 
p r i m a r i l y f r o m poor pe r fo rmance o n i t e m s f rom 
t h e t h i r d s e r i a l p o s i t i o n t o the end o f t he l i s t . 
V i r t u a l l y n o e f f e c t was o b t a i n e d f o r i n c r e a s e s i n 
TRTLNK to 50 msec, and o n l y a s l i g h t decrease in 
pe r f o rmance a t 100 msec. S i m i l a r l y , i n c r e a s i n g 
TRSPND to 500 msec, p roduced l i t t l e o v e r a l l 
decrement excep t f o r t h e l a t t e r s e r i a l p o s i t i o n s 
i n t h e l o n g e r sequences . 

Decay Rates f o r Components 

I n t h e s i m u l a t i o n runs d i s c u s s e d above the 
e x p o n e n t i a l decay f u n c t i o n s a s s o c i a t e d w i t h 
a u d i t o r y components in STM were ass igned an 
i n i t i a l s l o p e pa rame te r v a l u e o f . 2 0 0 . I n two 
a d d i t i o n a l s e r i e s o f 25 runs ( f o r each o f t h e 9 
c o n d i t i o n s o f t h e t a s k v a r i a b l e s ) these decay 
pa rame te r s were a s s i g n e d v a l u e s o f .080 and .040 
w h i c h r e p r e s e n t s l owe r r a t e s o f decay . The 
t i m e - c h a r g e p a r a m e t e r s were ass igned t h e i r base 
v a l u e s i n t hese r u n s . The r e s u l t i n g s i m u l a t e d 
d a t a (see T a b l e 3 ) r e v e a l e d a c o n s i s t e n t i m p r o v e ­
ment i n pe r f o rmance w i t h s l owe r decay r a t e s . 
T h i s improvement i s most n o t a b l e , however , when 
t h e m o d e l ' s responses a r e sco red o n t h e b a s i s o f 
whe the r o r n o t a consonan t was c o r r e c t l y r e c a l l e d 
f r o m t h e memory c e l l i n w h i c h i t was o r i g i n a l l y 
s t o r e d . T h i s s c o r i n g t e c h n i q u e i s somewhat 
ana logous t o a " f r e e r e c a l l " s i t u a t i o n where t h e 
o r d e r o f responses i s n o t r e l e v a n t . 

Decay Rates f o r L i n k s 

The decay r a t e f o r l i n k i n f o r m a t i o n , w h i c h 
was a s s i g n e d a " b a s e " v a l u e o f .084 was a l s o r u n 
a t . 0 0 2 . T h i s l a t t e r v a l u e r e p r e s e n t s a v e r y 
s h a l l o w decay c u r v e ( v i r t u a l l y p e r f e c t r e t e n t i o n 
o f o r d e r i n f o r m a t i o n ) . The s i m u l a t e d r e s u l t s a r e 
p r e s e n t e d i n T a b l e 4 . For a l l l e v e l s o f 

p r e s e n t a t i o n r a t e and sequence l e n g t h pe r fo rmance 
i n c r e a s e d . I n c o n t r a s t t o t h e improvement found 
by d e c r e a s i n g t h e decay r a t e s o f component 
i n f o r m a t i o n , t h e improvement a s s o c i a t e d w i t h a 
h i g h p r o b a b i l i t y l i n k r e t r i e v a l i s r e f l e c t e d 
p r i m a r i l y when the o u t p u t o r d e r o f t h e sequence 
i s c o n s i d e r e d i n s c o r i n g (no t s u r p r i s i n g l y ) . The 
s e r i a l p o s i t i o n a n a l y s i s i n d i c a t e d a g e n e r a l 
f l a t t e n i n g o f t he r e c a l l cu rves r e s u l t i n g f rom 
improvement in the m i d d l e and end o f t he 
sequences. 

Type o f I n f o r m a t i o n S to red in STM 

I n t he above runs o n l y a u d i t o r y components 
(phonemes) were s t o r e d i n STM, i r r e s p e c t i v e o f 
t he p r e s e n t a t i o n mode. A l t h o u g h a w e a l t h o f 
ev idence suggests t h a t STM i s b a s i c a l l y a u d i t o r y , 
when i t ems a re v i s u a l l y p r e s e n t e d t h e i r v i s u a l 
components may be i n i t i a l l y s t o r e d in STM. The 
i m p l i c i t r e v i e w o f i t e m s d u r i n g r e h e a r s a l , 
however , may be c o m p l e t e l y a l ong an a u d i t o r y 
d i m e n s i o n ; and the v i s u a l components s t o r e d i n 
STM wou ld n o t g e t " u p d a t e d . " Thus , t he v i s u a l 
components would be o f i n c r e a s i n g l y l e s s v a l u e 
i n c o r r e c t l y d i s c r i m i n a t i n g a l e t t e r a s t ime 
went o n . I n o r d e r t o e x p l o r e these i deas t h e 
model was r u n w i t h v i s u a l components g e t t i n g 
s t o r e d i n STM b u t n o t updated d u r i n g r e h e a r s a l . 
A g a i n , t h i s c o n d i t i o n was r u n f o r a l l 9 t a s k -
v a r i a b l e c o n d i t i o n s , and base v a l u e s were 
ass igned to t h e t i m e - c h a r g e and decay p a r a m e t e r s . 
The r e s u l t s shown in Tab le 5 suggest t h a t v i s u a l 
i n f o r m a t i o n a i d s pe r fo rmance o n l y f o r t h e 
f a s t e s t r a t e and o n l y when a f r e e r e c a l l s c o r i n g 
c r i t e r i o n i s used . A s m i g h t b e e x p e c t e d , t h i s 
improvement tends to be l o c a l i z e d toward t he 
end o f t h e sequences. 

Comparisons W i t h E x p e r i m e n t a l Data 

The r e s u l t s o f s i m u l a t i o n runs were 
compared w i t h u n p u b l i s h e d da ta c o l l e c t e d i n our 
l a b o r a t o r y . Data f rom a l l p r e s e n t a t i o n r a t e 
c o n d i t i o n s o f e i g h t and t e n consonant sequences 
were a v a i l a b l e f o r compar i son . The m o d e l ' s 
r e s u l t s and t h e e x p e r i m e n t a l da ta a re p r e s e n t e d 
i n T a b l e 6 . S c o r i n g f o r b o t h the model and 
e x p e r i m e n t a l r e s u l t s t o o k i n t o account t h e 
p r o p e r o r d e r o f r e s p o n d i n g . Comparing t h e 
e x p e r i m e n t a l r e s u l t s t o t he b a s i c m o d e l , t he 
e f f e c t o f sequence l e n g t h i s s i m i l a r i n t h e 
model and t h e e x p e r i m e n t a l r e s u l t s . However, 
t h e m o d e l ' s pe r fo rmance i s n o t a f f e c t e d b y t h e 
r a t e v a r i a b l e a s i s t h e e x p e r i m e n t a l r e s u l t s . 
The model p e r f o r m s t o o w e l l a t t he f a s t e s t r a t e 
and n o t w e l l enough a t t h e s l owes t r a t e . The 
f i t t o t hese d a t a does i m p r o v e , however , w i t h 
c e r t a i n pa rame te r m a n i p u l a t i o n s . When t h e 
i n i t i a l r a t e o f decay f o r a u d i t o r y components 
i s reduced t o .080 t h e model f i t s v e r y w e l l 
excep t a t f a s t e s t r a t e where i t s pe r fo rmance 
s t i l l t ends t o b e h i g h . Changing the t i m e -
cha rge pa rame te rs TSTUP and TRTCOM to 10 msec, 
a l s o p roduces a f a i r l y c l o s e f i t t o t hese d a t a . 
I n a d d i t i o n , t h e 1 0 msec, t i m e - c h a r g e v a l u e 
p r e d i c t s t h e i n v e r s e r e l a t i o n s h i p between 
p r e s e n t a t i o n r a t e and p e r f o r m a n c e . The m o d e l ' s 

- 6 9 5 -





Basic Model re fe rs to the s i t u a t i o n where the model was run w i th the basic 
values fo r the time-charge and component-decay ra te parameters, l i n k 
in format ion decaying and only aud i tory cues in STM. 
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performance on the fas tes t ra te is more in l i n e 
w i t h observed data when the TDSCRM parameter 
value is 250 msec. 

When the model is executed w i t h per fec t 
order In fo rmat ion , its performance is c l e a r l y too 
h i g h . On the other hand, the best f i t to the 
experimental data is obtained when v i s u a l 
components are stored in STM along w i t h the 
aud i to ry components. 

Another experiment25 was recen t l y completed 
in our labora tory tha t provides a d d i t i o n a l data 
to which the model may be compared. The 
ins t ruc t i ons in one cond i t i on of t h i s study 
requi red s to output the items in the same 
sequence as they were i n p u t ; i . e . , the f i r s t i tem 
f i r s t , the second i tem nex t , the t h i r d nex t , e tc . 
This procedure matches the way the model attempts 
to respond and is c l e a r l y d i f f e r e n t from the 
procedure f requen t l y employed by experimental 
Ss where the task al lows the items to be output 
in any order . Bergman's experiment also contained 
the l a t t e r c o n d i t i o n . 

Figure 3 presents the s e r i a l p o s i t i o n curves 
from the Bergman study and the model 's ou tpu t , 
where the sequences consisted of 8 consonants 
and the presenta t ion ra te was 1.0 sec. An 
appropr ia te comparison to make is the model's 
output where order is taken i n t o account in 
scor ing and the Bergman resu l t s where Ss had to 
output the items in the same order tha t they 
were presented. in both of these s i t ua t i ons 
order in fo rmat ion was c r u c i a l to c o r r e c t l y 
r e c a l l i n g the sequence. A second comparison 
invo lves the two s i t ua t i ons where order 
in fo rmat ion is not c r u c i a l ; namely, the model's 
output scored wi thout regard to order of output 
and Bergman's cond i t i on in which ss could g ive 
the items in any order . While no s t a t i s t i c a l 
t es ts were ca r r i ed ou t , the model 's f i t to the 
data is regarded as good. 

Discussion 

In genera l , the e f fec t s o f the var ious 
parameter manipulat ions explored in these 
studies were as expected. The time-charge 
parameters associated w i t h processing component 
In fo rmat ion , TSTUP and TRTCOM, have a greater 
in f luence on the model's performance than those 
parameters associated w i t h processing an e n t i r e 
i tem, TCHKW, TRTLNK, TDSCRM, TDMDBC and TRSPND. 
A lso , decreasing the decay r a te of components 
and l i n k s Improves performance, as does s t o r i ng 
v i s u a l components in STM. The explanations f o r 
these e f f ec t s i s qu i t e s t r a i gh t f o rwa rd . With 
smal ler t ime-charges fo r the parameters more 
processing gets done in a g iven simulated time 
per iod ( e . g . , more rehearsal) which leads to 
be t te r performance. The slower decay ra tes and 
storage of v i s u a l components simply r e s u l t s in 
more in fo rmat ion being re t r i eved from STM. 

Comparisons between the model 's output and 
the experimental data i nd i ca te tha t the combi­

na t i on of "base" t ime-charge values and base 
decay ra tes does not r e s u l t in the best f i t . A 
shor ter t ime-charge fo r the TSTUP and TRTCOM 
parameters and a longer value fo r TDSCRM provides 
a much be t te r f i t . A lso, a slower i n i t i a l decay 
ra te f o r the components leads to be t te r r e s u l t s . 

Of poss ib ly greater s ign i f i cance are the 
f ind ings re la ted to the issues of per fec t order 
in fo rmat ion and the storage of v i s u a l components 
in STM. C lea r l y , the model's performance is too 
high w i th per fec t order i n fo rmat ion . This 
r e s u l t supports those theor ies 1 1 , 1 2 which 
propose the independent loss of order in fo rmat ion 
and re fu tes Conrad's10 suggestion that the loss 
of order in fo rmat ion is not a necessary 
ingredient of such theo r ies . The improved match 
between the experimental data and the model when 
v i s u a l components are stored argues tha t v i s u a l 
i n fo rmat ion , whi le not so c r u c i a l as aud i to ry 
i n fo rma t ion , is an important par t of STM. 

The value of the present model as a f i r s t 
approximation to a theory of human memory w i l l , 
of course, depend to a large extent upon i t s 
v a l i d i t y when appl ied to a v a r i e t y of other 
tasks. I t is one th ing to develop a model that 
represents behavior in a memory-span task; i t 
is qu i te another matter to demonstrate that the 
basic ingred ients of that model apply to other 
tasks. Plans are to extend the model to deal 
w i t h other standard memory procedures such as 
s p l i t - s p a n s tud ies , r e l a t i v e recency judgments, 
delayed r e c a l l and f ree r e c a l l . 
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