
A RECOGNITION SYSTEM USING PROBABILISTIC DECISIONS 
BASED ON EXTRACTED FEATURES 

P. Murden 
E . M . I . E l e c t r o n i c s L i m i t e d 

Summary 

The p a p e r d e s c r i b e s a p a t t e r n r e c o g n i t i o n 
sys tem t h a t has been s i m u l a t e d u s i n g a computer 
w i t h a n o n - l i n e camera i n p u t . The sys tem i s a d ­
a p t i v e , u s i n g a t r a i n i n g s e t o f p i c t u r e s t o g e t h e r 
w i t h t h e names o r c l a s s e s t o wh i ch each p i c t u r e 
b e l o n g s . The sys tem uses an edge f o l l o w i n g t e c h ­
n i q u e f o r e x t r a c t i n g f e a t u r e s f r o m t h e m u l t i l e v e l 
i n p u t s . D u r i n g t h e t r a i n i n g mode, some o f t h e 
d e s c r i p t o r s d e r i v e d f r o m t h e e x t r a c t e d f e a t u r e s 
a r e s t o r e d . A l s o , t h e sys tem b u i l d s u p s t a t i s t i c s 
o f t h e l i k e l i h o o d o f a p i c t u r e b e l o n g i n g t o a 
g i v e n c l a s s g i v e n t h e p resence o f each i n c o m i n g 
f e a t u r e . 

D u r i n g t h e t e s t mode, a p r e v i o u s l y unseen s e t 
o f p i c t u r e s i s used and f e a t u r e s a r e e x t r a c t e d and 
compared w i t h t h e s t o r e d d e s c r i p t o r s . A s e q u e n ­
t i a l d e c i s i o n mechanism uses t h e s e compar i sons and 
t h e l i k e l i h o o d s t a t i s t i c s t o p roduce responses 
c o r r e s p o n d i n g t o t h e assessed c l a s s o f t h e i n p u t . 
Some p r e l i m i n a r y e x p e r i m e n t a l r e s u l t s a r e g i v e n . 

1 * I n t r o d u c t i o n 

The paper d i s c u s s e s t h e o r g a n i s a t i o n o f a 
P a t t e r n R e c o g n i t i o n System u s i n g f e a t u r e d e s c r i p ­
t o r s s t o r e d f r o m a t r a i n i n g s e t o f i n p u t s . The 
sys tem i s a d a p t i v e when w o r k i n g w i t h t h e t r a i n i n g 
s e t and i s s u b s e q u e n t l y t e s t e d w i t h a d i f f e r e n t 
s e t o f i n p u t s f o r r e c o g n i t i o n . 

A l t h o u g h most o f t h e e x p e r i m e n t a l t e s t s have 
been p e r f o r m e d o n n u m e r i c a l c h a r a c t e r s ( f i x e d f o n t 
and h a n d w r i t t e n ) t h e sys tem was des i gned as a 
f a i r l y g e n e r a l d e v i c e i n o r d e r t o c o v e r a w i d e r 
range o f v i s u a l p a t t e r n p r o b l e m s . I n i t i a l l y , 
t h e r e f o r e , i t w i l l g i v e a p o o r e r pe r fo rmance t h a n 
a s p e c i a l pu rpose c h a r a c t e r r e c o g n i s e r ; however 
i t s h o u l d have g r e a t e r p o t e n t i a l a s a f a i r l y g e n ­
e r a l p a t t e r n r e c o g n i s e r . 

I t was p roposed t h a t t h e sys tem s h o u l d d e t e r ­
mine t h e b e s t f e a t u r e s i z e s and shapes f o r t h e 
p a t t e r n r e c o g n i t i o n t a s k b e i n g p e r f o r m e d and wou ld 
b e c a p a b l e o f a d a p t i n g i t s h i e r a r c h i c a l s t r u c t u r e . 
The a i m o f t h e p r e s e n t r e s e a r c h i s t o g a i n a n u n ­
d e r s t a n d i n g o f how t o d e s i g n such s y s t e m s . I f 
t h i s can be a c h i e v e d t h e knowledge c o u l d be a p p ­
l i e d t o d e s i g n i n g s p e c i f i c sys tems f o r s p e c i f i c 
t a s k s . 

The sys tem chooses i t s own f e a t u r e s , t h a t i s 
t o say u s e f u l e x t r a c t s f r o m the i n p u t image , s i n c e 
man does n o t a l w a y s know wh ich p a r t s a r e l i k e l y t o 
p r o v e u s e f u l i n r e c o g n i t i o n . T h u s , f e a t u r e s a r e 
n o t e x t r a c t e d f r o m f i x e d p o s i t i o n s o n a p i c t u r e 
b u t a r e d e t e r m i n e d b y t h e sys tem a c c o r d i n g t o t h e 
r e q u i r e m e n t s o f t h e t a s k . 

M. Symons 
, Hayes, M i d d l e s e x , U.K. 

The sys tem 

( 1 ) e v a l u a t e s i t s own f e a t u r e s f r o m t h e t r a i n i n g 
s e t o f p i c t u r e s , 

( i i ) b u i l d s u p i t s own h i e r a r c h y b y l i s t i n g s e q ­
uences o f t hese f e a t u r e s i n t o g r o u p s , 

( i i i ) b u i l d s u p a s s o c i a t i o n s between f e a t u r e s and 
between g r o u p s o f f e a t u r e s t o p r e d i c t u s e ­
f u l a r e a s o f s e a r c h w i t h i n a n i n p u t p i c t u r e , 

( i v ) a d a p t s p a r a m e t e r s used b y t he d e c i s i o n mech­
an ism t o imp rove t h e pe r f o rmance o f t h e d e ­
c i s i o n mechanism. 

The sys tem b e i n g s t u d i e d uses edge f o l l o w i n g 
t e c h n i q u e s a s one means o f p r o c e s s i n g t h e i n p u t 
p i c t u r e f o r t h e pu rpose o f e x t r a c t i n g f e a t u r e s . 
The t e r m " e d g e f o l l o w i n g " i s used d e l i b e r a t e l y 
r a t h e r t h a n " c o n t o u r f o l l o w i n g " . Con tou r f o l l o w ­
i n g t r a c e s p o i n t s o f e q u a l l i g h t i n t e n s i t y a s i n 
t h e t e c h n i q u e s o f L e d l e y and Ruddle • and z a h n 3 , 
whereas edge f o l l o w i n g t r a c e s a p a t h o f p o i n t s o f 
h i g h i n t e n s i t y g r a d i e n t . I f a l o c u s o f h i g h i n ­
t e n s i t y d i f f e r e n t i a l passes f r o m a b r i g h t p a r t o f 
a p i c t u r e t o a d a r k p a r t , t h e edge f o l l o w e r w i l l 
c o n t i n u e t o t r a c k a l o n g t h e l o c u s . Edge f o l l o w i n g 
i s a u s e f u l and f l e x i b l e t e c h n i q u e f o r d a t a g a t h ­
e r i n g and i s w e l l s u i t e d t o t h e more f l e x i b l e d e ­
c i s i o n sys tem t o b e s t u d i e d . A l t h o u g h edge f o l ­
l o w i n g o n i t s own has some s e v e r e l i m i t a t i o n s , t h e 
u s u a l p rob lems o f gaps o r m u l t l l a t l o n o f t he edges 
o f t h e i n p u t shape a r e overcome i n a s s o c i a t i o n 
w i t h t h e p roposed l e a r n i n g sys tem b y d i r e c t i n g t h e 
edge f o l l o w e r t o new a r e a s o f s e a r c h . S t o r i n g 
f e a t u r e s f r o m t h e edges o f a n o b j e c t does i n c u r 
l o s s o f i n f o r m a t i o n b u t i t i s expec ted t h a t f o r 
many a p p l i c a t i o n s t h e most u s e f u l i n f o r m a t i o n l i e s 
a t t h e e d g e s . 

A n a l t e r n a t i v e method o f p r o c e s s i n g t h e i n ­
p u t p i c t u r e b y a c l u s t e r i n g t e c h n i q u e has a l s o 
been c o n s i d e r e d . B r i e f l y , t h i s method used a n 
i t e r a t i v e p r o c e s s w i t h a m e t r i c t h a t was a f u n c ­
t i o n o f b o t h E u c l i d e a n d i s t a n c e and i n t e n s i t y 
d i f f e r e n c e be tween p i c t u r e p o i n t s , t o c l u s t e r t h e 
p o i n t s i n t o a number o f s u b s e t s such t h a t t h e s u b ­
s e t s were m a x i m a l l y dense w i t h r e s p e c t t o t h e m e t ­
r i c . However, d e t a i l s o f t h i s a l t e r n a t i v e method 
w i l l n o t b e p r e s e n t e d i n t h i s p a p e r . 

The b a s i c p h i l o s o p h y b e h i n d t h e sys tem b e i n g 
d e v e l o p e d i s d e s c r i b e d . t o g e t h e r w i t h a more d e ­
t a i l e d e x p l a n a t i o n o f a s i m p l i f i e d n o n - h i e r a r c h ­
i c a l model t h a t has been s i m u l a t e d on a computer 
a s p a r t o f t h e r e s e a r c h . There a r e , i n f a c t , 
v a r i a n t s o f t h i s s i m p l e model and t h e model i t -
s e l f i s b e i n g c o n t i n u a l l y m o d i f i e d d u r i n g t h e 
c o u r s e o f t h e w o r k . 
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2. Descr ip t ion of the Non-Hierarch ica l 
or S ingle Level Model 

As par t of the development of the system, a 
s i m p l i f i e d non-h ie ra rch i ca l vers ion has been s im­
u la ted on a d i g i t a l computer, using For t ran as the 
programming language. This model ex t rac t s f e a ­
tu res from the inpu t pa t te rn and l i s t s these f e a ­
t u r e s . The model then issues a name response 
from ana lys i s of the combination of fea tures in 
t h i s l i s t . This model can be regarded as the 
bas is o f the f i r s t l e v e l o f the f u l l h i e r a r c h i c a l 
system. 

The input pa t te rns are 4 O x ' 4 O matr ices of 
p i c tu re po in ts , each po in t t ak ing one of 6k i n ­
t e n s i t y l e v e l s ( i n t e g r a l values of 0 to 63). The 
sources of the inpu t pa t te rns are ob jec ts or phot ­
ographs viewed by a t e l e v i s i o n camera and conver­
ted i n t o coded form by a spec ia l device • The 
p i c tu res can be input by the computer e i t h e r d i r ­
e c t l y to the simple model or to magnetic tape . 

F i g . 1 shows a b lock schematic of the Simple 
Model w i th an Edge Fol lowing technique inco rpo r ­
ated f o r the purpose of e x t r a c t i n g f ea tu res . The 
model is adap t i ve , using a t r a i n i n g set and a 
d i f f e r e n t r ecogn i t i on t es t set o f input p i c t u r e s . 
Connections which are energised only dur ing the 
l ea rn i ng phase are shown in F ig .1 by the l e t t e r L 
in parenthes is . Other connections may be made 
dur ing both l e a r n i n g and r e c o g n i t i o n . 

The mat r i x o f i n t e n s i t y l e v e l s is i npu t and 
the Edge Detector scans the mat r ix to f i n d an edge 
of h igh i n t e n s i t y g rad ien t . The Edge Fol lower 
then t races the edge u n t i l a fea ture is detected 
by the Feature Ex t rac to r . 

The coded fea ture in fo rmat ion from the Feature 
Ex t rac to r is t r ans fe r red to the Comparator where 
i t i s compared w i t h prev ious ly s tored in fo rmat ion 
from the Feature S to re . The Comparator issues a 
measure of the degree of f i t , known as the Score, 
and the Feature Store produces the name of the 
s tored fea ture having the l a rges t Score. These 
Feature Names are pure ly a r b i t r a r y and are a l l o ­
cated in sequence down the Feature S to re . In the 
cur rent vers ion of the Simple Model, the Feature 
Store i a f i l l e d dur ing an i n i t i a l per iod o f the 
l ea rn ing phase. During t h i s p e r i o d , when the 
l a rges t Score ia below a c e r t a i n th resho ld , then 
the ex t rac ted fea ture ia added to the Feature 
Store as a f u r t h e r fea ture type and the next seq­
u e n t i a l Feature Name la a l l o ca ted to i t . 

During the l ea rn ing phase the True Class 
Name is inpu t from tape, in the case of tape con­
ver ted p i c t u r e s , or from manually operated but tona 
in the caae o f d i r e c t camera i n p u t . In t h i s phase, 
the True Claaa Name ia fed together w i t h the issued 
Feature Name to a b lock which bu i l da up a t a t i a t l c a 
o f l i k e l i h o o d s o f each claaa f o r each g iven f e a t ­
ure. 

During both l ea rn ing and recogn i t i on phasea 
the Feature Name ia added to a Feature L i s t 
( i n i t i a l l y c lea r when a f resh p i c t u re is i n p u t ) 
to form a cur ren t l i s t o f features ex t rac ted from 
the input p i c t u r e . 

The Decision Mechanism uses the l i k e l i h o o d 
s t a t i s t i c s to produce a sequence of Claaa Name 
Responses from the growing number of features 
i n the Feature L i s t . 

During the l ea rn ing phase, the features in 
the Feature L i s t are fed together w i th t h e i r 
pos i t i ons in the input p i c t u re to a Pos i t i ona l 
Mat r ix w i t h i n the Next Feature P red ica to r . The 
Pos i t i ona l Mat r ix computes the r e l a t i v e distances 
between the var ious combinations of f ea tu res . 
Over a number of inpu t p i c t u r e s , the Pos i t i ona l 
Matr ix produces a number of mean values of the 
r e l a t i v e d is tances . 

During r e c o g n i t i o n , when a sequent ia l Claea 
Name Response is produced, the Decision Mechanism 
uses in fo rmat ion from the L i ke l i hood Block to 
p red ic t the most l i k e l y occur r ing f ea tu re , not 
yet found, f o r the expected c l a s s . The name of 
t h i s pred ic ted feature is fed to the Next Feature 
Pred ic to r , which examines the cur rent Feature 
L i s t and the Pos i t i ona l Mat r i x , in order to 
d i r e c t the Feature Ext rac tor to a new area of 
search. I f the pred ic ted fea ture i s found, i t 
is added to the cur rent Feature L i s t and f u r t h e r 
p red i c t i ons may take p lace . However, i f the p re ­
d i c ted fea tu re is not found, the system re tu rns 
to the Edge Fol lower and the next adjacent f e a ­
tu re i s ex t r ac ted . 

In a d d i t i o n to producing a Class Name Res­
ponse, the Decision Mechanism produces a measure 
o f confidence o f i t s Response and in general t h i s 
confidence l e v e l increases as the number of f ea ­
tured in the Feature L i s t increases. The system 
can stop i t s examination of the input p i c t u r e 
e i t h e r when the confidence l e v e l exceeds a ce r ­
t a i n th resho ld or when a l l edges in the p i c t u re 
have been t r aced . A f i n a l Class Name Response 
is then produced and the system is ready f o r the 
next p i c t u r e . 

During both l ea rn ing and recogn i t i on phases, 
more than one edge can be fo l l owed . Furthermore, 
i t i a not necessary t o l i n e a r i a e the input p a t ­
t e r n ; thus s o l i d ob jec ts can be used aa data as 
w e l l as l i n e ob jec ts . 

The f o l l o w i n g aect iona 3 to 7 exp la in the 
operat ion of the var ious mechanisms in f u r t h e r 
d e t a i l . 

3. Edge Trac ing and Feature Ex t rac t i on 

3.1 Edge Detect ion 

The f i r s t opera t ion ia to scan the 40 x 4O 
p i c t u re po in t mat r ix f o r an i n t e n s i t y g rad ien t 
which might correspond to the edge of some shape 
in the p i c t u r e . I n i t i a l l y 200 random p i c t u r e 
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po in t s out of the t o t a l populat ion of 1600 are 
sampled to ob ta in an est imate of the standard 
dev ia t i on o f the i n t e n s i t y o f the p o i n t s . 

The p i c t u re is then examined by a window 
which cons is ts o f a ho r i zon ta l s l i t , s i x elements 
long and one element wide, which scans the p ic-
tu re in ho r i zon ta l sweeps s i m i l a r to a T.V. l i n e -
scan. Successive pos i t ions of the window over-
lap so tha t the cen t ra l c e l l of the window moves 
through the e n t i r e set of p i c tu re po in ts except 
those at the extreme edge. At each p o s i t i o n of 
the s l i t the r igh t -moot element i s tes ted to 
determine whether i t d i f f e r s by a s i g n i f i c a n t 
amount from the l o c a l mean of the s i x . This 
amount is set by the value of a quan t i t y c . s , 
where s is the standard dev ia t ion and c is a con­
s t a n t ; the l a t t e r value determined by t r i a l and 
e r r o r i n t h i s ins tance, but i d e a l l y ad jus tab le i n 
the complete system as a func t ion of the p e r f o r ­
mance. When a s i g n i f i c a n t element is found an 
a d d i t i o n a l t es t is made. One of the three e l e ­
ments immediately below t h i s f i r s t po in t must also 
be found s i g n i f i c a n t by the same tes t before the 
po in t may be accepted. Figure 2 i l l u s t r a t e s 
t h i s process w i th s l i t A f a i l i n g to f i n d an edge 
and s l i t B f i n d i n g an edge at element w i th value 

As soon as such a s i g n i f i c a n t po in t is found, 
i t s co-ord inates are stored together w i t h an i n ­
d i c a t i o n as to whether the po in t is b r i g h t e r or 
darker than the l o c a l mean of the elements. 

3.2 Sdge Fol lowing 

When the Edge Detector f i nds a s i g n i f i c a n t 
po in t a 3 x 3 window and a 5 x 5 window are cen­
t r ed on the po in t ( F i g . 3 ) . The mean of the 25 
po in ts of the la rge window is ca lcu la ted and then 
a n a u x i l i a r y 3 x 3 matr ix i s formed, each c e l l o f 
which has the value 1 or 0 ( F i g . 4 a ) . I f the s i g ­
n i f i c a n t po in t found by the Edge Detector had 
been b r i g h t e r than the l o c a l mean then Vs are 
placed in those c e l l s o f the a u x i l i a r y matr ix 
corresponding to c e l l s in the small window whose 
i n t e n s i t i e s are greater than the mean of the 25. 
The remaining c e l l s are f i l l e d w i th 0 ' s . I f the 
s i g n i f i c a n t po in t had been dark the Vs are 
placed in pos i t i ons corresponding to i n t e n s i t i e s 
less than the mean. 

The next stage is to move the smal l window 
by one c e l l in one of the e igh t possib le h o r i ­
z o n t a l , v e r t i c a l o r diagonal d i r ec t i ons along the 
edge of the shape and to repeat t h i s process of 
b inary q u a n t i s a t i o n . The movement cons is ts of 
c e n t r a l i s i n g the window on the f i r s t ' 1 ' encoun­
tered by an imaginary an t i - c lockw ise r o t a t i n g 
vec to r , centred on the a u x i l i a r y matr ix and l ook ­
i ng a t the outer c e l l s o f t h i s matr ix i n t u r n . 
The vector s t a r t s from tha t c e l l , i n the a u x i ­
l i a r y ma t r i x , corresponding to the p i c t u re e l e ­
ment t ha t j u s t preceded ( i n the ant ic lockwise 
sense) the one selected prev ious ly by the vector 
as conta in ing the f i r s t • ! • • 

A new 5 x 5 window and a new 3 x 3 a u x i l i a r y 
matr ix are formed around the new cen t ra l i sed pos­
i t i o n and the process is repeated as shown in 
F ig . km A new l oca l i sed mean is der ived from 
the 5 x 5 window to quantise the p i c tu re po in ts 
of the a u x i l i a r y mat r ix i n t o 1s and 0s. 

3.3 Feature Ex t rac t ion 

The Edge Follower outputs a s t r i n g of co-
ord inates represent ing successive po in ts on the 
edge of the shape being traced. The Feature 
Ext rac tor measures the mean curvature of a l l 
s t r i n g s of Y consecutive p i c tu re po in ts (T is 
r e l a t e d to the reso lu t i on of the p ic tu re ) . The 
curvature is signed according to the d i r e c t i o n o f 
movement of the Edge Follower. Hence, a l i s t of 
curvatures o f over lapping s t r i ngs is produced. 
Whenever a s t r i n g is found whose curvature d i f f e r s 
from tha t of the previous feature by an amount 
greater than another parameter d, a feature is 
sa id to have been completed. This feature is 
output in terms of the co-ordinates of the f i r s t 
po in t i n the f i r s t s t r i n g o f the fea tu re , the 
l a s t po in t in the l a s t s t r i n g , and the average 
value o f the centre po in ts o f a l l the s t r i ngs in 
the f e a t u r e . 

Two methods of encoding the extracted feature 
are being i nves t i ga ted . The encoded descr ip tor 
in one case takes the form of a sub-array or 
"snapshot" of K x K elements (each element tak ing 
one of the Gk poss ib le i n t e n s i t y values) centred 
on the average value of the centre po in ts of the 
feature found whi le Edge Fo l low ing . In the sec­
ond case ( l i n e segment form) , the encoded descrip­
t o r contains the s t a r t and f i n i s h p i c tu re po in t 
co-ord inates of the feature found by Edge Fol low­
ing together w i th the mean curvature of the Edge. 

4. Comparison of Features 

When features are ex t rac ted from the input 
image, each feature in encoded descr ip to r form 
is fed to the Comparator, where the ext racted 
descr ip to r is compared w i th each of a number of 
prev ious ly s tored feature desc r i p t o r s . The Com­
parator produces a measure of the degree of f i t , 
known as the Score, between an incoming descr ip to r 
and a stored desc r ip to r . 

During an i n i t i a l pa r t (Mode 0) of the l e a r n ­
ing phase, i f a l l the scores S are below a c e r t a i n 
value ( e i t h e r a preset amount or an adaptable 
q u a n t i t y ) , then the incoming descr ip to r is added 
to the Feature Store as a new descr ip to r and a 
sequent ia l fea ture name i s a l l oca ted to i t . 

During the subsequent par t (Mode 1) of the 
l ea rn ing phase and dur ing the recogn i t i on phase 
(Mode 2 ) , the Scoring Mechanism issues the assoc­
i a t e d fea ture name of the s tored descr ip to r having 
the l a rges t score value S. The issued feature 
name is fed to a l i s t L ( i n i t i a l l y empty at the 
s t a r t o f examination of each input p i c tu re ) dur ing 
Modes 1 and 2. 
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Next Feature Pred ic to r to ex t rac t non-adjacent 
f ea tu res . At present , p red i c t i on has been used 
only w i th the "snapshot?' type feature d e s c r i p t o r . 

During the lea rn ing phase, features are ex­
t r a c t e d by Edge Fol lowing and no p red i c t i on takes 
p lace . Nevertheless, s t a t i s t i c a l in fo rmat ion i s 
gathered f o r use by p red i c t i on in the l a t e r r e ­
cogn i t i on phase. This in fo rmat ion cons is ts of 
the names of the ext racted features together w i th 
the pos i t i ons of t h e i r feature cent res . At the 
end of processing each input p i c t u r e , the r e l a t i v e 
d istances between a l l combinations of features ex­
t r ac ted from the p i c tu re are computed, and in a 
number of p o s i t i o n a l arrays (one f o r each c lass) 
the mean distances and the standard dev ia t ions of 
the d is tances between combinations of features 
occur r ing in each c lass are b u i l t up. 

During the recogn i t i on phase, i n i t i a l l y three 
features are ex t rac ted by the Edge Fol lowing t ech ­
n ique. The quan t i t y three may be increased by 
changing a parameter on a data card associated 
w i th the Computer program. The i n i t i a l three 
features are used to produce a Class Decision as 
prev ious ly exp la ined. 

Now the l i k e l i h o o d array does not s to re the 
values of Vex d i r e c t l y but s tores the values Ncx, 
and the Vex are computed when requ i red . Thus 
the Ncx can be used to i nd ica te the frequency of 
occurrence of each feature f o r any given c l ass . 
Therefore, when the Class Decision is produced 
from the f i r s t three features, the l i k e l i h o o d 
ar ray is used to p red ic t the most l i k e l y feature 
not a l ready ex t rac ted f o r the decided c lass of 
the cur rent inpu t p i c t u r e . 

The Pos i t i ona l Array is then inspected fo r 
the mean r e l a t i v e distances (and stored dev ia t ions 
of these d is tances) between the predic ted feature 
and the three ex t rac ted features f o r the decided 
c l a s s . The expected pos i t i on of the pred ic ted 
fea ture is computed by a standard geometr ical 
t r i a n g u l a t i o n method from the three r e l a t i v e d i s ­
tances. A search area is produced about the ex­
pected p o s i t i o n in both ho r i zon ta l and v e r t i c a l 
d i r e c t i o n s of the input p i c t u r e ; the s ize of the 
search area being a func t ion of the stored dev­
i a t i o n s . The search area is f u r t he r r e s t r i c t e d 
to be contained w i t h i n the 4O x 40 frame. A 
ser ies of over - lapp ing sub-arrays or "snapshots11 

i s then ex t rac ted centred on a l l possib le pos­
i t i o n s w i t h i n the search area. 

The ex t rac ted "snapshots1' are compared in 
t u rn w i t h the descr ip to rs in the Feature Store . 
I f the pred ic ted feature is not found, the system 
re tu rns to the Edge Follower to f i n d the next 
adjacent fea ture by the method of sect ion 3. I f 
the pred ic ted feature i s found, i t i s added to the 
l i s t L and using the Decision Mechanism of sec t ion 
5, the confidence l e v e l o f the Class Decision i n ­
creases. 

As the l i s t L increases using the Edge F o l l ­
owed or pred ic ted fea tures , f u r t he r p red ic t i ons 
are made using the l a s t three features in the l i s t 

f o r l o c a t i n g the search area. 

The pred ic ted sequence is equiva lent in some 
ways to the formal syntax ( e . g . sharp clockwise 
curve fol lowed by f a i r l y s t r a i g h t segment fo l lowed 
by, e t c . ) as used by Ledley and Ruddle1 2 and 
o the rs . However, a l low ing the system to generate 
i t s own sequences, of not necessar i ly adjacent 
fea tu res , preserves gene ra l i t y and requ i res no 
foreknowledge of the syn tac t i c fo rmat ion . 

70. The Stopping Rules 

During the lea rn ing phases, when no p red i c ­
t i o n is tak ing p lace, the process o f feature ex­
t r a c t i o n and decis ion making continues u n t i l a l l 
edges have been fo l lowed and then a new p i c tu re 
is read i n . There i s , however, a de l i be ra te r e s ­
t r i c t i o n tha t prevents more than 30 features being 
ext racted from any one p i c t u r e . In the e x p e r i ­
ments t h i s l i m i t has never yet been reached. 

During r ecogn i t i on , when p red i c t i on of f ea ­
tures may take p lace, the process of feature ex­
t r a c t i o n and dec is ion making continues u n t i l 
e i t he r a l l edges have been fo l lowed, or 30 f ea ­
tu res have been ex t rac ted , or the confidence l e v e l 
of the Decision Mechanism exceeds 90%,.whichever 
is the sooner. 

In genera l , using p r i n ted or handwri t ten nu­
merals as i npu t , the 90% confidence l e v e l comes 
i n t o play only when a cor rec t dec is ion is being 
made in recogn i t i on whereas, in genera l , i nco r rec t 
decis ions r a r e l y exceed 60% confidence and are 
o f ten considerably lower . However, a s i g n i f i c a n t 
number of cor rec t dec is ions l i e in the 50% to 90% 
confidence range. 

Thus if the system were al lowed only to make 
decis ions if a 90% confidence had been reached 
then wrong decis ions would be r a r e l y made. How­
ever, decis ions would be made on a m inor i t y of 
occasions on l y . I d e a l l y , i n general ised pa t te rn 
r ecogn i t i on , a cost f unc t i on should be introduced 
and the use of sequent ia l dec is ion theory (Wald5&) 
could be used. 

During the computer s imu la t ions , f o r each 
p i c t u r e , the f u l l l i s t o f sequent ia l decis ions 
was p r i n t ed out together w i th the corresponding 
confidence l e v e l s . I f non-decis ion i s counted as 
being equal ly as wrong as i nco r rec t dec is ion , then 
roughly 60% confidence as a dec is ion threshold 
appears to g ive the best o v e r a l l r e s u l t s . Improved 
stopping ru les are being examined. 

8. Experimental Studies 

Experiments have been performed mainly w i th 
numerals 0 to 9 as t e s t pa t te rns . These were ex­
t rac ted from two sources. The f i r s t source was 
from 35mm negat ive photographs of telephone ex­
change meter d i a l s . Although these were f i xed 
f o n t , the m u t i l a t i o n was o f ten very h igh , as shown 
in F ig.5 which shows a "Computer's eye view" of an 
i n p u t . The " v i e w " was produced on a Graph P lo t te r 
pe r iphera l of the Computer by vary ing the amount 
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of i nk in each of the 40 x 40 p i c t u r e po in t p o s i ­
t i o n s • Although the Computer rece ives i n t e n s i t ­
i e s of one of 64 l e v e l s , f o r s i m p l i f i c a t i o n the 
Graph P l o t t e r output has been requant ised more 
coarsely i n t o one of 6 l e v e l s . 

The other source of numerals was der ived 
from handwr i t ten samples from 15 people. Numerals 
were w r i t t e n in i n k , b i r o , penc i l o r red crayon. 

In a l l t e s t s the recogn i t i on set was made up 
from examples tha t had never been seen dur ing the 
l ea rn ing per iod. 

With the sub-array or "snapshot' ' type feature 
desc r ip to r i t was found tha t en la rg ing the ar ray 
dimensions improved the r e s u l t s . However, com­
puter storage l i m i t a t i o n s r e s t r i c t e d the a r ray to 
7 x 7 in s ize and thus the l a rges t fea ture s ize 
used in the present t e s t s was 7 x ? . 

The best p re l im ina ry r e s u l t s achieved w i th 
the s ing le l e v e l model us ing the numerals from 
the telephone meter photographs were 821/2% co r rec t . 
The simple model then had a s tored t o t a l of 77 
sub-array fea tures which i t had ex t rac ted from 
one example of each of the ten classes of numerals. 
Four examples of each c lass were used f o r updat ing 
the l i k e l i h o o d s t a t i s t i c s and four examples of 
each c lass were used f o r updat ing the l i k e l i h o o d 
s t a t i s t i c s and fou r examples of each c lass were 
used in the recogn i t i on set. 

The recogn i t i on set inc luded the example of 
F ig .5 which the system d i d not i d e n t i f y c o r r e c t l y . 
(But since the " c o r r e c t " answer had been ru l ed to 
be a 1, i t is debatable whether t h i s can be coun­
ted as a t rue f a i l u r e ) . No a t tempt , however, was 
made to se lec t or remove any of the scanned ex­
amples from the inpu t tape and thus the r e s u l t s 
may appear to be u n f a i r l y low. 

With handwr i t ten numerals, again one example 
of each numeral was used f o r fea tu re storage g i v ­
i n g a t o t a l of 85 s tored fea tures . Ten examples 
of each numeral were used f o r updat ing s t a t i s t i c s . 
Using a r ecogn i t i on set of numerals from people 
who had not had examples of t h e i r handwr i t ing used 
dur ing the l e a r n i n g phase gave on ly a 30% success 
r a te . However, when examples not p rev ious ly used 
by the model, but nevertheless from people who had 
suppl ied examples f o r the l ea rn i ng se t t were then 
used as the recogn i t i on set of the success r a te 
rose to 70%. These r e s u l t s are not unexpected 
and i n d i c a t e the requirement f o r much f u r t h e r 
teaching of the complete system to provide the 
increased genera l i s i ng a b i l i t y needed f o r more 
d i f f i c u l t tasks. 

With the L ine Segment type f ea tu re , ins tead 
o f the sub-array or "snapsho t " type d e s c r i p t o r , 
and using the telephone meter photographs, the 
best r e s u l t s achieved were 70% cor rec t recogni t ions. 

9* The H ie ra rch i ca l System 

A b lock schematic is shown in F ig .6 which 
i nd i ca tes how the s i m p l i f i e d model may be extended 

i n t o an h i e r a r c h i c a l system. 

A t the f i r s t l e v e l , fea tures are ex t rac ted 
from the i npu t p i c t u r e . The coded representa t ion 
o f the input feature i s compared w i th a l l r e p r e ­
sentat ions from the Feature Store which have been 
prev ious ly s tored dur ing a t r a i n i n g phase* A 
Feature Name is issued as in the s i m p l i f i e d model. 
During the t r a i n i n g mode the Next Feature Pred ic ­
t o r b u i l d s up the p r o b a b i l i t i e s of any p a r t i c u l a r 
feature being present in an input p i c t u re when 
another fea ture is known to be present. The 
Overa l l Decis ion Mechanism can use the in fo rmat ion 
from the Next Feature Pred ic to r in order to d i r e c t 
the Edge Detector , w i th the Feature Ex t rac to r , to 
new use fu l areas of search. 

Also dur ing the t r a i n i n g mode, the Feature 
Decision Mechanism counts the number of t imes 
each feature occurs f o r each Class Name of the 
inpu t p i c tu res and from t h i s b u i l d s up p r o b a b i l i ­
t i e s of each c lass given a p a r t i c u l a r inpu t f e a ­
tu re . Thus, when a Feature Name is i ssued, the 
Feature Decis ion Mechanism p red i c t s the most l i k e ­
ly Class Name of the input p i c t u r e * This p red i c ­
t i o n i s fed in t u r n to the Overa l l Decision Mech­
anism. A l t e r n a t i v e l y , a number of Class Names is 
issued, w i t h the Feature Decision Mechanism p r e ­
d i c t i n g a l l names w i th p r o b a b i l i t i e s above some 
preset (o r adaptable) value. In t h i s l a t t e r case, 
the Overa l l Decision Mechanism receives the values 
of the p r o b a b i l i t i e s as we l l as the pred ic ted 
names. 

As the system examines var ious edges of the 
inpu t shape, a sequence of fea tures is produced. 
This causes a sequence of Feature Names to be 
issued to the Group detector where a cur rent l i s t 
o f fea tures from the Input P ic tu re i s b u i l t up t o ­
gether w i th the absolute or r e l a t i v e pos i t i ons o f 
these features . The H ie ra rch i ca l System uses the 
coded Group in a manner s i m i l a r to tha t used w i th 
the coded inpu t fea tu re . The coded Group is com­
pared w i t h codes from a Group Decision Mechanism 
in order to loca te new areas o f search in the i n ­
put p i c t u r e , in order to f i n d f u r t h e r Group Shapes. 
This examination of Group in fo rmat ion is the sec­
ond l e v e l of the h ierarchy. 

S i m i l a r l y , there can be a t h i r d l e v e l of the 
h ierarchy l i s t i n g the Group Names f o r an Associa­
t i o n Store. A Decis ion Mechanism, as be fo re , p r e ­
d i c t s a Class Name when the Assoc ia t ion is i d e n t i ­
f i e d . 

Thus as the inpu t p i c t u r e is examined, a seq­
uence of Class Name p red i c t i ons is made at var ious 
l e v e l s i n the h ie rarchy together w i t h a l i s t o f 
Feature Names, Group Names and Assoc ia t ion Names. 
When the Decis ion Mechanism has received s u f f i c ­
i e n t i n fo rmat ion to produce a dec is ion above a 
c e r t a i n l e v e l of confidence a Name Response is 
produced. During l e a r n i n g , the Name Response 
can be compared w i t h the t rue Class Name of the 
inpu t p i c t u r e and the th resho ld of confidence may 
be adapted. The Overa l l Decis ion Mechanism can 
e i t h e r b u i l d and use a sequent ia l dec is ion t r ee or 
use the in fo rmat ion from the three h i e r a r c h i c a l 
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l e v e l s a s a w e i g h t e d v o t i n g p r o c e s s . 
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