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ABSTRACT

The technique of dynamic time warping by using
dynamic programming is powerful for isolated word
recognition.

An augmented continuous dynamic programming
algorithm is proposed for connected spoken word
recognition with syntactical constraints. The
algorithm is based on the same principle of two
level DP and level building DP. Although our
algorithm obtains a near optimal solution for the
recognition principle based on pattern matching, it
is computationaly more efficient than the
conventional methods and also does not require many
memory storages. Therefore it is useful for
connected word recognition with syntactical
constraints in a large vocabulary. The amount of
computation is almost the same as that for isolated
word recognition.

| INTRODUCTION

The technique of dynamic time warping by vising
dynamic programming is powerful for isolated word
recognition.

Vintsyuk proposed a connected spoken word
recognition method based on this principle in 1971
[11]. In 1975, Sakoe also proposed independently
another algorithm from a view point of pattern
matching (called Two Level DP matching; TLDP)[2].

Recently, Myers and Rabiner have presented a
new DTW-based connected word recognition algorithm,
called Level Building DP matching (LB)[3]. This
algorithm produces the same result as TLDP except
for the difference of the matching window. This is
less cpmputation, but not a real time oriented
algorithm.

Therefore, Sakoe and Watari led a new real time
oriented algorithm by changing the computation
order of LB (called Clock-Wise DP matching; CWDP)
[4], This uses far less computation, but more
memory storages.

In last year, the auchor proposed two new
algorithms based on the same principle as described
above[5]. One is the Constant Time Delay DP
matching (CTDP). This algorithm is the extention
of TLDP, that is, executes the computation at every
constant time delay (W frames) instead of every

frame. Thus, the computation of local distance
reduces a factor of 4 ~ 6. The another is 0(n) DP
matching. The total amount of computation is the

same as that of isolated spoken word recognition
by DP matching, that is, a factor of R (width of
matching window) for TLDP. However, this 0(n) DP
matching cannot be applied to connected word
recognition with syntactical constraints.

In this paper, we describe a new type method
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of connected word rerognition. Although this method
is an aprreximate sclution for the recognition
principle bused on pattern matching, this requires
less computation than others. Therefore it 1is
useful for connected word recognition with
syntactical constraints In a large vocabulary.

IT TFORMALIZATION OF CORNECTED SPOKEN WORD
RECOGNITIOR BY PATTERN MATCHING

2,1 MNotation

n : n-th word

N : Number of words, vocabulary size.

X

J

Number of words in a test pattern,
Length (in frames) of the reference pattern
for the n-th word.

T

" Reference pattern for the n-th word.
n no.n n
R =
b1 b2 - th
1 Length of a test pattern.
T : Test pattern, T = a a, coe a,
n n
d {i,§) : Local distance between a, and bj
D (i) : Minimum cumulative distance, whena, a

. 1
* a, 1s matched with any concatenation o% X

réference patterns,

: Last reference word in the concatenation of
references to satisfy D (1),
Beginning point in the Fost pattern for
Nx(i) minus 1.

* Minimum cumulative distance between_a attt
a, agd the n-th reference pattern bl

. an z

:min (D _ (m) + minimum cumulative

. n.n
:nftance etween Bolq oee- 8y and b1 b2 e

2.2 Formalization of Connected Word Recognition

Principle

Let us consider the connected spoken word
recognition problem such that it is to.find the
sequence of reference patterns, R = R R
R of length x which best matches (minimum
cumulative distance) the test pattern T, over all
possible concatenation of x reference patterns. If
the number of words in the test pattern is not
known, the minimization should be performed over all
length x.

The basic procedure for finding R is to solve
a time alignment problem between T and R using a
dynamic time warping method (DP matching).
Therefore we should use an asynmetric DP pass to
apply dynamic programming for connected word
recognition[2].

Fig.l shows various types of asynmetric DP
passes. In this paper, we use the type (a) to
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explain simply the algorithm.

The princiﬁle described above is defined as
follows. Let d {(1i,]) and u(i) represent the local
distance between a, and j-th frame in R
{concatenation of Treferences) and a time warping
function, respectively. The optimal concatenation
of references is R such that

DTLR) = migy £y 6" GLu)) (1)
B = argmin D(T,R) X

Where, O<u(i)-u(i-1)72, u(l)=1l and u{I}=J,
i 1 1

1 1 1 1 1 0.5
§-13 1 1 0.
i-2

{a) (b} {e) fe)

test pattern

Fig.l Asynmetric DP pass and weipht

2.3 Recursive Formula for Sclution

The problem is solved by the following DP

equatien
Dx(0)=0‘ Bx(0)=0 o . |
Y {i)= + H = i ol
lx{l) mfa (Dx_l(m} D (m+tlzi))} min Dx(i 3

for x=1,2, ... X (2)
N {i)=n, B_{(L)=f, wherce fi and @ satisfy the
x x .
a equation (2},
D {m+l:i) is calculated by the following equation.

LU EFPE TN A W ORA (3D (3)

Where, O<u(k)-u(k-1)<2, u(m+l)=1 and u(i)=J"

After repeating DP equation (2) over 1£i<I,
the recognition result is decided by the flaw in
Fig.2.

for x=1,2, ... X

i=I
x=X
n=Nx(i) ... Result
yes
no
i=B (1)
x=x~1
Fig.2 Decislon process of recegnition result
(known length of string)
IIT FORMALIZATION OF CONNECTED SPOKEN WORD

RECOGNITION WITH SYNTACTICAL CONSTRAINTS
j.1 HNetation

As a syntax control mechanism, the following
finite state automaton o 13 intreduced,

o= <5,£,ﬂ,q0,F>
S : A set of states, {q., g9,
¥ : A set of input words, {n}
A : A set of state transition rules, SxI+5, that

‘e qls|_1}

is,{8{q, ,n)=q,}
9y ¢ An init;al stgte
F" : A set of final states, FCS
D (1} : Minimum cumulative distanre, when By 8y «as
a a. is matched with any concatenation o
varinus reference patterns which reaches at
state g.
N (1) : Last reference word in the concatenation of
9 references to satisfy D (1),
B (i) : Beginning peint 1n the Best pattern for
9 N (1) minus J.
Q (1) : sBate which satisfies D (i) by state
9 transition to q, that is,
A(Qq(l), Nq(l)) q
3.2 Formalization of Connected Word Recognition

Principle with Syntactical Constraints

Let a test pattern T be a spoken scntence
produced by the regular grammar cquivalent to
finite state automaton &. A syntax control Is
introduced into the minimization problem {equation
(1)), so that the word sequence {n{1) n{2} ... n(x}
is accepted by automaton o,

A sentence in(1) n(2) ... o(x)} is said to be
accepted by o if A{q.,n(1))=q €5, Ay.,n{2))=n.c5,
e ﬁ(qk,n(x—l))=q S, ﬂ(q,,nfx))=qfc 1n ot her
words, 1t is requifed thatTan over all state
Liruansition sequence cvaused by input word scequence
fn(1y, ... n{x)! should start at an initial state
9 and terminate at o final state in ¥

Recursive Formula for Selution
In order to realize this contrel, the DF
equation (2) is mudified as follows, The role of
the index in the equatlion was noe more than te count
Lhe word number in the word sequence. Equation (2)
is searched for the optimal input word n and
optimal time transition m*i along with coupnt ing up
the number x by one, Thus, if we rercad (or
rewrite) x to g, we can search {or the optimal
input word n and aptimal time transitio mri along
optimal stale Lransition qk*q. The formula are
given in the following,
b {M=n, B (0)=0
i Rl
D {i) =min { D
q n)quk q'k
states such that g=A(g ,n)
N (D) =8, B () =@, 0 () <TG,

A3

(m} + Dn(m+]:i)) for all

(4)

i=1
g=min D (T)
81r af
n=Nq(i) ... Result

yes

i=B (i)
q=Qq(i)

Fig.3 Decision process of recognition result
(with syntactic constraints)



After repeating DP equation (4) over I<i<lI,
the recognition result is decided by the flaw in
Fig.3.

IV AUGMENTED CONTINUOUS DYNAMIC PROGRAMMINCG

ALGORITHM
4,1 Notation
T?‘(i,j) min (minilmum cumulative dixtance between
ee. a, and b7 b° ... b7, where
tﬁe E;BL axla” for an asynmetrchDP pass
. is the reference' axis (see Fig.4).
B (i,j) : argmin {(minimum cumulative distance n
between a LRI o, and h S )
ﬁn(i,j,k) k-th-min (mln}mum cumulative d?qcancej
between a vee @, and b hD ... b.)
E“(i,j,k} arg-k—th—mlnmfmlnimum Lumulaglve
dlatance etween a_ a .-y and b]

bg P b.). Hheremarg-& th-gln f{m)
means @ Such that £(f) is che k-th
minimom of f{m) for all m.
Let vik) and Fig.4(a) be a time warping
function and the DY puss, respectively. D (i,j)} is
defiped as follows.

B, ) - FY Ep 4T
Where, 0<v(k)-v{k-1)<2, J<V(1)<i and v{(jr=i.
(i,3) ?ﬁé.lj) B(i,3)=B" B(i,1,1)

(1,3,1)2D (1,5,2) +.. 7D (41,1,K)
(i,i,k)%B (i,3,h) For keh

A A P P

i
tent pat te rn

“%‘%°$

Fir.4 Asynmetric DP pass and weight

4.2 Word Spotting Algorithm

For speech understanding systems, the problem
of detecting and locating a specific word in
continuous speech has been considered by using a
nonlinear time warping procedure (DP matching)[6,71.
This problem is referred to as the word spotting
problem.

If we can calculate D (i,J ) for any i-th
frame in the test pattern and any n-th reference
pattern, the word spotting problem would be solved.
That is, if D" (i,J" ) satisfies the threshold for
word detection, the locatiom could be Tegarded as

B4, Jn) - i in the test_pattern.

° (i, ) and B" (1,7} are calculated as

following DF equation.
1) Ipitialize

DM(~1,1)=D"(0,1)= for n=1,2,
2) Execute 3}4)5) fer i1=1,2, ... I
3) Execute 435) for n=1,2, ... R
4) n (1,1)=d"(i,1)

B° (i,1)=4 a
5) for 1=2,3, ... J

t = angiQin (i',3-1)

(1 j)-D T, j-1) + d" (5,5
(1,3)-3 (1,5-1)

n

ra N3 i=1,2, ad

4.3 Application to Connected Word Recognition

Oka has presented a connected word recognition
algorithm based on a word spotting algorithm
(called Continuous DP)[8], However, his word
spotting algorithm is incomplete on the application
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way of a dynamic programming technique and the word
decision process is nondeterministlc or heuristic.

We propose a new connected word recognition
algorithm based on our word spotting algorithm.
Our method is based on the formalization of
equations (2), (A), but gives an approximate
solution for their equations.

In the equations (2), (A), we must calculate
D (m+l:i) for m=0,l,2, i-1. This cumulative
distance depends on the matching length in the test
pattern, that is, i-m. On the other hand, D (i,J )
depends on the length of reference, that is, J.
Therefore we can obtain approximately D (m+l:i)
from D (i,J" ) as follows.

—11(1’30). i-m

ml = B(L, 0™ I
Although the location of B (i, J ¥~1 in the test
pattern is the most reliable candidate location tor
the reference and i-th frame, m Is fixed to B (i,J")
-1 in thisnmodification. Therefore we try to
estimate D (m+1:i) in some locations as follows.

I']n(m-‘r1+l:i) < 0'et,aM -1—_-—T"r1:-‘—'+

p"(mizd) -

{-m

D"(m+l:i) D"(i,J") 37

D™ (mbr, +1:d) « DU (1,0 23%55%

ml o= Bei.a™y
Where-r ~r, denotes the estlmatlon range. If we
would like'"to calculate B" {(m+l:1) for more various
locations, we should modify our word spotting
algorithm as follows.
43 for k=1,2, ... K

D (1,1.00=d"¢i, 1)

B (i,1,k)=1
5) Execute %'} for j=2,3, ... J
5') for k=1,2, ... K

T, R - 3531 <§h1r<nli<n<l(" (17, 1=1,k0)

n (1,3,k)=D" T (1T, 51,80 + 4", )

B(4,3,K=E"(3",4-1,8")

Where the Tollowing condition should he

satisfied:

BU(1,9,K0%B"(1,1,h) for Igh<k,

Thus D"'{m+1:1) is obtained from:
6) for knl,2ﬁ s K

wm=B" (i,J" k) -1

p"(m-r, +1:i) < D"

n

i-nHr

n
(1,7 ,k)- 7

1

DM(mt1:1)  + DN(1," k) B

1—m—rE

D (mér,#1:4) + D' (L,9",K) " 5
Fig.5 illustrates the difference for the calculation
of D (m+l:i) between Two Level DP and Augmented
Continuous DP. We find ACDP is an aponroximatg
method for calculating D (m+l:i), 1~2J 7m<i-J /2.
We think, however, it is a fairly good apprOX|mat|on
Where r corresponds to a skipped range between
words and r, an overlapped range.
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7

—— ]
;" tast pattarn
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Fig.5 Range of m for the calculation of D' (m+1 i)

releTence
rafaranae

tast pattern
{b) lugnnud Cantinuowm DP

4.4 A Connectad Spoken Word Recognition Algorithm
by Ausmented Continuous DP
In this section, we present a connected spoken
word recognition algorithm with syntactical
constraints by Augmented Continuous DP,
1} Inicialize
q0(0) 0, qu
¢-1,4,%)=D"(0,j,k)=, for n=1,2, ... N
i=1,2, .. T
k=1,2, ... K
2) Execute 3)-10) for i-1,2, ... 1
3) Execute 4~ 8& for n—lﬁZ, ves N
4} " (4,1,k}=d (i,1}, B (i'l’t]’%) =i, for k=1,2, ,. K
5) Execute 6) for j=2,3, ... ]
6) for k=1,2, ... K
1Y, k' = afgi <§h1@&n<KD (1',j-1,k")
D (1,J,k)=D (17,51 B+ d" (L)
B(1,§,k)=B (% .JlE')
Where, B (i,3,k)<B"(i,j,h)-r
’ §n(1,§ K)>BT (i,],h0+r
7) Execute 8) for k=1,2, ... X
8) for r'=—rl, —rl+l, . 0,1, .. T,

wm=B"{1,J",k) - 1
m—T

D et +1: £)=D0 (4,3, k) lijn;—
9) Execute 10} firl' q=q:11’ dys oo q]s|—l
10) for m'= ?&E B {i,] ,k)-r_-1,
1<k=K 1
K -1;
1@1351(3 (1, m k)+r
n=1,2, =q15 qZ' L Q1sh 1

a', A, §' = argmin(D ,(m'} + D ¢m'+1:4))
Where, qﬂﬁ(q R
D {1)‘Da,( 1+ " (m'+1:1)

N (D=f, B (1)=&, Q (1=q"
11) Word decision process {refer to Fig.3)

(0)=0

1 for lgh<k
2

e N' q!

V  COMPARISON WITH OTHER ALGORITHMS

Table 1 summarizes the amount of computation
and memory storages for various algorithms. The
amount of computation for phrase level (word
decision level) is abbreviated. The amount of

Table 1

memory storages for reference patterns and working
area is also abbreviated. In general, notice that
the computation time of local distance (distance
between frames) consumes about as five or ten times
as that of cumulative distance per one execution
and that the value of |A| is several times of N
(dependent on task). Here we assumed that the
window of DP matching was the slope of 1/?. to 2
(for example, (h)~(e) in Fig.2 and Fig.4).

Augmented Continuous DP (ACDP) matching
algorithm is a better approximate algorithm of the
solution for the equations (2) and (4). In other
words, owing to the approximate solution,
uncertain parts in word boundaries might be skipped
for matching, that is, this has a function of
unconstrained endpoints DP matching. This was
extended to emmit some (K) candidate locations and
matching scores for every word and frame. The
suitable value of K is about 2 from view point of
computation, memory storage and accuracy. In this
case, the value of K' becomes about 2 to 4. We
think that ACDP algorithm is a suitable algorithm
for a task with large vocabulary or complex syntax.
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Comparison with various DP algorithms for the equation ( 4)

amount of Level Building Constant Time |[Augmented
computation Two Level DP DP Clock-Wise DP Delay DP Continuous DP
local distance INJ‘%J THa ! INJ INg (12 INJ
cumulative .2 . .
distanoce INJ. <3 IHa| 1Ha| INJ-%J INJ-K!
memory {word) 4118 41 8| LIS 1+ 43+ LI{8| LIS |+ 4NI-K
K=1~3, K'=1~
Note with no loop WE T a2 better
appreximation




