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ABSTRACT
Listening to music radios is an activity that since the 20th century
is part of the cultural habits for people all over the world. While
in the case of analog radios DJs are in charge of selecting the mu-
sic to be broadcasted, nowadays recommender systems analyzing
users’ behaviours can automatically generate radios tailored to
users’ musical taste. Nonetheless, in both cases listening sessions
do not depend on the listener choices, but on a set of external rec-
ommendations received. In this preliminary study, we propose a
model for estimating features’ variation during listening sessions,
comparing different scenarios, namely analog radios, personalized
and not-personalized streaming radios. In particular, we focus on
the analysis of track popularity and semantic information, features
well-established in the Music Information Retrieval literature. The
presented model aims to quantify the possible impact of the ses-
sions’ variation on the user listening experience.
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1 INTRODUCTION
Since the first part of the 20th century, the radio has been one of the
main media thanks to which listeners can enjoy music. Its influence
on music consumption has been enormous, due to its capacity to de-
termine content diffusion and diversity [11]. Nowadays, streaming
services have become the digital platforms where most music en-
thusiasts listen to music [23]. Within these services, recommender
systems play a key role in helping users to explore and exploit the
large music catalogue available, accordingly to their interests. For
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that goal, the inclusion of personalization techniques is considered
fundamental for improving the quality of the recommendation pro-
vided [21]. Among the products available on streaming services,
personalized radio stations can create a coherent sequence of songs
to be played, starting from a specific track, artist or music genre.

However, the use of personalized services in online spaces is
at the center of the scientific and public debate, due to its proven
tendency in fostering polarization in society [5, 7] and in creating
the so-called "echo chambers", virtual spaces where users are inten-
sively exposed to content tailored to their profiles [10]. In particular,
negative impacts of the use of recommender systems have already
been proven, such as of homogenization of users’ behaviour, i.e.
similar users interacting with the same set of recommendations
[8], or the objectification of personal tastes [14]. Recent discus-
sions within the Music Information Retrieval (MIR) community are
concerned about the impact of the developed technologies [2].

In this work, we aim at characterizing the listening session varia-
tions. We focus on two different aspects: popularity, feature histori-
cally related to the "long tail" problem [4], and semantic information,
largely investigated in the MIR literature [15]. It is important to
notice that we are not interested in understanding how the system
provides recommendations, or in comparing the performance of dif-
ferent systems. By defining two indicators of variations of song
sequences, our goal is to understand what can be the impact of
listening to music radios on users’ experiences in the long-term.
Furthermore, we are interested in comparing personalized and
non-personalized systems, analyzing the differences between these
scenarios.

The paper is structured as follows. Section 2 provides an overview
of previous work related to the research lines of this study. We then
propose a methodology in Section 3, which includes a description
of the model. Section 4 describes the case study examined, together
with the results obtained. Finally, conclusions and future work are
discussed in Section 5.

2 RELATEDWORK
The limits of considering accuracy metrics as the yardstick for eval-
uating recommender systems have been discussed in the last two
decades, since the problem of formulating user-centric measures
has been approached and newmetrics beyond-accuracy have started
to be proposed [17]. Through the years, the strategy of "diversifica-
tion" in recommender systems gained in visibility [24], especially
for facing the problem of recommending only items highly similar
to each other, known as "portfolio effect" [6]. Consequently, new
methods began to be proposed, where next to accuracy metrics,
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diversity, serendipity, novelty and coverage metrics started to be
considered [13].

In the field of MIR, the concept of diversity has been often associ-
ated with aspects of musical tastes and listening habits [12]. Starting
from the users’ listening histories, attempts have been made to un-
derstand how different degrees of diversity in musical tastes can
affect recommendation models, but also the reverse process, hence
how different levels of diversification in recommender systems can
embrace different populations of users [16]. The relevance of musi-
cal taste as a proxy for determining other social factors has been
also investigated, where measurements of diversity have been used
to study different facets related to personal interests [19].

Alongside, from different points of view, temporal dimensions of
the listening experience have been the object of study. For instance,
a dynamic model of the listening experience has been proven to
be effective for measuring the evolution of musical taste over time
[18]. Furthermore, it has been shown how including tag information
with temporal dynamics of user interaction is useful for generat-
ing personalized music recommendations [25]. However, it is also
important to note that, from a user perspective, the temporal di-
mension may not always be perceived as relevant, as observed in
[22].

In conclusion, the study of the relationships between sequen-
tially ordered objects is part of the sequence-aware recommender
system framework [20], which is gaining attention thanks to re-
cent advancements in deep learning and reinforcement learning
techniques. The applications of this framework are particularly
relevant in the music field, considering the sequential nature of
music consumption (e.g. playlist) [3].

3 METHODOLOGY
The main goal of our model is to characterize indicators of vari-
ations for a recommendation list. Specifically, we focus on music
recommendations, creating two metrics, one for the track popular-
ity, and another one for the semantic content represented by a set
of tags describing the track music genre.

3.1 Model
We define a recommendation list R as an ordered set of n tracks
R = {r1, r2, ..., rn }, where each track ri has two different attributes:
1) a set of semantic tags si , where si = {taд1, taд2, ..., taдn }; 2) a
popularity index pi , computed as the sum of the track and artist
popularity values pi = popri + popar tist (ri ). To compare lists gen-
erated in different contexts, we study how track attributes vary. In
detail, we adopt two temporal strategies for a sequential analysis of
the tracks: we first consider single tracks and we then form groups
according to their temporal location.

3.1.1 Single Track Level. A music recommendation list can be con-
sidered as a set of songs potentially listened in sequence. Our first
goal is to model the deviation of each track with respect to previous
ones in terms of semantic information and popularity. Therefore,
we define two recursive functions, which at each step return an
indicator i containing information about these variations.

Let’s consider Sn as the union of all the tags observed until the
track rn and in as the number of tags of the n-th track which have

not been yet observed in previous tracks. Analytically, this process
can be described with the following formula:


S0 = s0

i
(s)
0 = 0


Sn =

n⋃
i=1

si

i
(s)
n =

|sn\Sn−1 |
|sn |

(1)

where |S | represents the cardinality of a set S , and the \ operation
between sets represents the relative complement i.e. objects that be-
long to the first set and not to the second. Considering that multiple
tags can be associated with the same track, the relative complement
is divided by the cardinality of sn , giving the same weight to every
tag. As the space of tags is finite, when n → ∞ ⇒ i

(s)
n → 0. This

relationship can be imagined as a hypothetical session, where a
user listens to a radio without ever stopping, and where eventually
the variations in terms of semantic tags will become null at some
point.

In the case of popularity, at each track is associated a valuep such
that p ∈ [0, 1]. At step n, we estimate the variation as a weighted
sum of powers of two with the previous track popularities:

P0 = p0

i
(p)
0 = 0


Pn =

pn+Pn−1
2

i
(p)
n =

|pn−Pn |
2

(2)

We observe that by the nature of this iteration, the n-th variation
will be influenced by all the previous tracks popularity in the list,
but giving more relevance to the closest tracks. In this case, the
convergence to zero is not guaranteed when n tends to infinite. The
only case when variations decrease until reaching zero is when the
popularity attribute tends to a constant value, hence if pn → c for
n → ∞ ⇒ i

(p)
n → 0.

Finally, for deriving a central tendency of the variations for each
list R we compute the median of the obtained values:

I
(s)
R =median(i

(s)
j=1:n ), I

(p)
R =median(i

(p)
j=1:n ), (3)

However, the proposed modelization represents a situation far
from being real. Indeed, it is hard to imagine a person who turns
on the radio and listens to the same station without stopping or
changing a song. If we consider temporal relationships between
tracks played in very distant time spans of a listening session, we
may include information which is not relevant. In order to avoid
that, we present in the next section an approach to estimate how
a recommendation list can embed different degrees of variations,
considering group of tracks instead of single ones.

3.1.2 Group Track Level. Starting from a recommendation list R,
we divide it into uniform groups ofM tracks. As a first step, we have
to define how the track attributes, semantic tags and popularity,
are aggregated to create a group-level representation.

With respect to semantic information, we combine all the tags
related to the tracks in the group. If дi = {ri∗M , ..., r(i+1)∗M−1}, we
define sдi for the group as:

sдi =

(i+1)∗M−1⋃
j=i∗M

sj ,∀i = 0, 1, ... (4)
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Table 1: Seed tracks and related features

track ID Title Artist Year Popularity Tags

A Strange Way Firefall 1979 0.42 album rock, classic rock, country rock
B My Sharona The Knack 1979 0.68 album rock, power pop
C Sugar Walls Sheena Easton 1985 0.45 mellow gold, minneapolis
D Like A Virgin Madonna 1985 0.76 dance pop
E We Got A Love Thang CeCe Peniston 1992 0.41 diva house, hip house, vocal house
F Under The Bridge Red Hot Chili Peppers 1992 0.83 alternative rock, funk metal, funk rock
G Sick of Being Lonely Field Mob 2003 0.44 atl hip hop, dirty south rap, gangster rap
H In Da Club 50 Cent 2003 0.77 east coast hip hop, gangster rap, hip hop
I Stay The Night Zedd feat. Hayley Williams 2014 0.73 complextro, dance pop, edm
J Happy Pharrell Williams 2014 0.80 pop, pop rap

In terms of popularity, we define the group popularity as the mean
track popularity:

pдi =
1
M

(i+1)∗M−1∑
j=i∗M

pj ,∀i = 0, 1, ... (5)

After computing the attributes at a group level, we define a recursive
process for estimating the variation between groups:

Sд0 = sд0

i
(s)
д0 = 0


Sдn = sдn

i
(s)
дn =

|Sдn \Sдn−1 |
|Sдn |

(6)


Pд0 = pд0

i
(p)
д0 = 0


Pдn = pдn

i
(p)
дn =

|Pдn−Pдn−1 |
2

(7)

Using this formulation, we remove long-term dependencies as
we only evaluate the relationship between consecutive groups. The
convergence of the variation to zero is only guaranteed if the groups’
attributes tend to similar values, which happens when the average
track popularity remains constant between different groups, or
the group tags do not vary between a group and the following
one. After obtaining the variations between consecutive groups, we
extract an overall attribute indicator by computing a median value:

I
(s)
R =median(i

(s)
д ), c (8)

The proposed group model represents a scenario nearer to the
scheduling philosophies behind the music broadcasted in analog
radios. Even if there are no indications on optimal values of the
group size, we empirically choose to separate recommended lists
in group of five consecutive tracks, to assure a temporal proximity
within the group. As observed in [1], the optimal choice of the
programming can be influenced by the targeted audience (mass
or niche), and the music radio style, factors not considered in this
work.

4 CASE STUDY
We compute the indicators defined in Section 3.1 on several rec-
ommendation lists, comparing how starting from the same tracks,
personalized and non-personalized systems create listening ses-
sions with different variation characteristics.

In our study, we select as seed tracks, for each of the last five
decades, one of the top songs and one of the last songs from the Bill-
board Top 100 charts1. Table 1 shows the selected tracks. Popularity
and tag features have been computed using the Spotify API2.

4.1 Dataset
We consider for our experiment different kinds of recommendation
lists: personalized and non-personalized lists from streaming ra-
dio, and analog radio lists. For each list, we consider the first 25
recommended tracks.

4.1.1 Streaming Radio Personalized Lists. 10 users of Spotify and
Youtube Music generated their personalized lists. Of these, 6 partic-
ipants are male, and 4 female, with mean age of 29 years (standard
deviation of 5 years). Each participant was asked to search for each
seed track and automatically create radio lists using the functional-
ities of each platform. In total, we collected lists from 10 users for
10 tracks, for 2 platforms, hence 200 personalized lists.

4.1.2 Streaming Radio Non-Personalized Lists. Using the same set
of seed tracks, we created non-personalized lists with two methods.
First, we considered radio lists in YouTube Music without logging
in, using a page in incognito mode. Second, we used Spotalike3, a
service for generating playlists starting from a track.

4.1.3 Analog Radio Lists. We randomly selected 10 lists from a
dataset of radio playlists from hundreds of radio stations in the
United States4, presented in [9]. Due to the different seed tracks
of the analog radio list considered, it was not possible to compare
those to the personalized and non-personalized correspondent lists.
Consequently, we use them to create a baseline for comparison
of streaming radio lists. For doing so, for each track attribute and
level of analysis separately, we averaged the indicators obtained
for every list, achieving a single representative value for this type
of list.

1http://billboardtop100of.com
2https://developer.spotify.com/
3https://spotalike.com
4https://www.cs.cornell.edu/~shuochen/lme/data_page.html

http://billboardtop100of.com
 https://developer.spotify.com/
https://spotalike.com
 https://www.cs.cornell.edu/~shuochen/lme/data_page.html
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Figure 1: Variations computed using the personalized recommendation lists created starting from the seed tracks B, D, F, H, J.
Results shown are obtained with the single level model described in Section 3.1.1 (semantic information (top left), popularity
(top right)) and group level model described in Section 3.1.2 (semantic information (bottom left), popularity (bottom right)).

4.2 Results
According to the model described in Section 3.1, we compute indica-
tors of variations using as input the recommendation lists presented
in Section 4.1, and the results are presented in Figure 1 and 2. For
both features, values are normalized between 0 and 1. Given the
small sample size and the nature of the experiment, these results
can only be considered as descriptive.

Figure 1 shows the variations i computed using the formulas
(1), (2), (6), and (7). We only display the variations of personalized
recommended lists generated starting from five seed tracks (B, D,
F, H, J). In the case of semantic information, we notice how single
level variations describe a decreasing trajectory, converging to zero,
in line with the hypothesis discussed in Section 3.1.1. For the popu-
larity feature, the variations tend to remain constant. In addition,
we do not observe any difference between lists created from differ-
ent seed tracks. Analyzing the variations at a group level, we see
how removing the long-term dependencies the variations behave
independently not following a specific tendency, but depending
more consistently from the conformation of the groups. In this case,
we observe similar behaviours for both features.

Figure 2 shows the obtained indicators described in formulas
(3) and (8). In terms of semantic information, we observe that the
indicators produced by the single level model describe sessions
more homogeneous than in the case of the group level. Indeed,
the values of the indicators are lower for individual tracks than

the correspondent values obtained at a group level, showing how
the long-term dependencies impact the variations, leading to a
median value equal to zero in several cases. In particular, for the
non-personalized lists, the median of the variations is zero in half
of the cases. It can be seen as a consequence of extensive use of
semantic relationships while building the recommendations, being
not tailored to specific users. In terms of popularity, we observe that,
when comparing tracks from the same decade (A-B, C-D, E-F, etc.),
the lists created starting from the tracks with lower popularity (A,
C, E, etc.) present more variations than the ones with greater popu-
larity, both in personalized and non-personalized settings. These
results partially reflect the impact of the well-known popularity
bias in recommender systems, describing a situation where starting
from a popular track, other popular tracks tend to be recommended,
and variations are limited.

From the group level perspective, computing the Pearson cor-
relation coefficient r we notice that there is a higher correlation
between non-personalized and personalized lists than in the case
of the single level model. Indeed, for single level indicators we
have r=0.15 for the semantic information feature and r=0.44 for the
popularity, while for the group level we have r=0.55 for semantic
information while r=0.79 for popularity. Even if these results are
sensitive to the group size, we imagine that joining different tracks’
features in a single group attribute, as defined in Section 3.1.2, can
lead to a mitigation of variations, hence to obtain results more
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Figure 2: Semantic tag indicator of variations for the single track level (top left, Pearson correlation coefficient r=0.15) and
group track level (bottom left, r=0.55), and popularity indicator of variations for the single track level (top right, r=0.44) and
group track level (bottom right, r=0.79). P=Personalized lists; NP=Non-personalized lists; R=Analog radios baseline.

correlated between personalized and non-personalized systems.
Furthermore, the removal of long-term dependencies in the group
level model impacts the degree of variations observable, leading to
higher median values for both features. In this case, no particular
effects have been noticed according to the seed tracks considered.

In conclusion, apart from the case of group level semantic infor-
mation, we observe that the overall indicators of analog radios result
to have higher values on average than the personalized and non-
personalized recommendation lists. However, the baseline build is
weak, given the few numbers of analog radio considered, hence to
make a proper comparison it is needed to increase the amount of
data analyzed, as discussed in the following section.

5 CONCLUSIONS AND FUTUREWORK
We have presented a model for analysing the variations of two
items’ features in a recommendation list: popularity and semantic
information. In our experiment, we have compared several music
recommendation lists generated in different contexts: personalized
and non-personalized streaming radios, and analog radios.

Several limitations of the obtained results are related to the
scarcity of data. Indeed, the lists taken into account cannot be
considered as representative, and a larger amount of data is needed
for validating empirically our model. In this preliminary stage, we
do not have evidence about the advantages or disadvantages of
using personalized or non-personalized systems for generating

diverse listening sessions, but comparing against radio playlists
generated by humans, we believe that differences with algorithmic-
driven listening experiences can emerge.

Moreover, being the details of the recommender systems’ archi-
tecture used in this study unknown, it is difficult to make compar-
isons between personalized and non-personalized lists, and also to
link observed effects to a specific cause. For instance, the popular-
ity bias may potentially be reinforced more in non-personalized
popularity-based recommender systems than in personalized set-
tings.

Finally, for properly evaluating the impact of personalization in
music recommender systems, we need to include in the model addi-
tional information about the users’ tastes and listening behaviours.
In the presented work, personalization has been analyzed as a de
facto phenomena, but further work needs to be done for evaluating
its relationship to the recommendation provided. As an alternative
line of research, users’ perceptions of listening sessions’ variation
can be considered, comparing them with the indicators designed in
this work.
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