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Abstract: The time difference of arrival (TDOA) and frequency difference of arrival (FDOA) between
two receivers are widely used to locate an emitter. Algorithms based on cross ambiguity functions can
simultaneously estimate the TDOA and FDOA accurately. However, the algorithms, including the
joint processing of received data, require transferring a large volume of data to a central computing
unit. It can be a heavy load for the data link, especially for a wideband signal obtained at a high
sampling rate. Thus, we proposed a multi-pulse cross ambiguity function (MPCAF) to compress
the data before transmitting and then estimate the TDOA and FDOA with the compressed data.
The MPCAF consists of two components. First, the raw data are compressed with a proposed
two-dimensional compression function. Two methods to construct a reference pulse used in the
two-dimensional compression function are considered: a raw data-based method constructs the pulse
directly from the received signal, and a signal parameter-based method constructs it through the
parameters of the received signal. Second, a wideband cross-correlation function is studied to refine
the TDOA and FDOA estimates with the compressed data. The simulation and Cramer–Rao lower
bound (CRLB) analyses show that the proposed method dramatically reduces the data transmission
load but estimate the TDOA and FDOA well. The hardware-in-the-loop simulation confirms the
method’s effectiveness.

Keywords: frequency difference of arrival (FDOA); multi-pulse cross ambiguity function (MPCAF);
passive locating; time difference of arrival (TDOA); two-dimensional compression

1. Introduction

Locating an emitter with passive receivers has been studied [1–6] and used in surveil-
lance, navigation, and wireless communications [7–10]. The array antenna and the direction
of arrival [4] are widely used in the localization of emitters. Further studies [11] apply
the methods employed in time-reversal imaging [12] to emitter localization or imaging.
The traditional methods, such as the MUSIC algorithm and statistical methods, are also
applied to emitter imaging [13,14]. With multiple receivers, the time difference of arrival
(TDOA) and frequency difference of arrival (FDOA) are critical parameters in the locating
algorithms [15–22]. The TDOA and FDOA measured by two moving receivers define two
hyperbolas, and their intersection locates an emitter [23,24].

To estimate the TDOA and FDOA, one typically maximizes a cross ambiguity func-
tion (CAF) [25]. It is efficient for a narrowband signal. However, the CAF will produce
double peaks when dealing with wideband signals [26,27]. The short-time CAF’s coherent
summation (CAF-CS) algorithm has also been studied [28]. It calculates multiple CAFs
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for each short time block, and then the CAFs are coherently combined after compensat-
ing for the time and phase difference from the first CAF. The Keystone transform-based
method (KTM) is another method to estimate the TDOA and FDOA from wideband pulse
signals [29]. The received signals are arranged into a two-dimensional (2-D) matrix, and
the transform compensates for the time difference. Then, a Fourier transform is used to
achieve a coherent summation of all received signals. The CAF-CS algorithm and KTM
improve the estimation accuracy for wideband signals but require transferring data to a
central computing unit [30,31]. A comparison of the three methods is listed in Table 1.
Unfortunately, the emitter is usually an unknown source, and the sampling rate can be high.
Thus, the overall data volume may be too large to be transmitted efficiently. A common
solution is to compress the received data. A two-step TDOA and FDOA estimation using
the optimal interpolation factor is an example [32]. The factor is set at a low sampling rate
as long as the requirement of the Nyquist sampling theorem is met. Unfortunately, the
compressed result for a signal with a bandwidth up to GHz can be unsatisfactory.

Table 1. Comparison of three methods.

Method Main Distinctive Characteristics

CAF Calculating the TDOA and FDOA with the whole raw data.

CAF-CS Dividing the raw data into multiple segments, calculating the CAF with
each segment data, and combining multiple CAFs coherently.

KTM
Arranging the raw data into a 2-D matrix, calculating the TDOA in the
range frequency domain via conjugate multiplication, and calculating the
FDOA in the azimuth time domain by FFT.

For the moving sensors, satellites in a group, or unmanned aerial vehicles (UAVs) in
a sensor network [33,34], the transmit bandwidth cannot afford such data transmission
volume. Thus, a multi-pulse cross ambiguity function (MPCAF) is proposed to reduce the
data volume. It consists of two components. First, the data from a receiver is compressed
in the range time domain through a reference pulse. As the estimated parameters of the
received signal may usually not be available, we propose two methods of constructing
the reference pulse. The raw data-based method uses one received pulse as the reference
pulse, while the signal parameter-based method constructs the reference pulse using
known parameters. Next, the modified Keystone transform is used to correct the range
cell migration (RCM). The azimuth Fourier transform compresses the data in the azimuth
frequency domain. Then, each receiver’s TOA and Doppler frequency are obtained, and
the TOAs and Doppler frequency compute the coarse estimates of the TDOA and FDOA
from two receivers. The compressed data are next transmitted to a central computing
device. Second, a 2-D wideband cross-correlation function is employed to refine the
coarsely estimated TDOA and FDOA. With the proposed MPCAF method, the raw data
are significantly compressed, and accurate TDOA and FDOA estimates are obtained.

The paper is organized as follows. Section 2 presents a signal model, and the proposed
MPCAF is shown in Section 3. In Section 4, the TDOA and FDOA are estimated and
assessed. Simulation results are presented in Section 5. The conclusion is drawn in Section 6.

For reference, a list of all the acronyms, operators, and important matrixes employed
in the paper is given as follows
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(1) Acronyms
TDOA Time Difference of Arrival
FDOA Frequency Difference of Arrival
UAV Unmanned Aerial Vehicle
MPCAF Multi-Pulse Cross Ambiguity Function
CRLB Cramer–Rao Lower Bound
CAF Cross Ambiguity Function
CAF-CS CAF’s Coherent Summation
KTM Keystone Transform-Based Method
2-D Two-Dimensional
TOA Time of Arrival
RCM Range Cell Migration
PRT Pulse Repetition Time
PRF Pulse Repetition Frequency
FFT Fast Fourier Transform
IFFT Inverse Fast Fourier Transform
SNR Signal-to-Noise Ratio
LFM Linear Frequency Modulation
SAR Synthetic Aperture Radar

(2) Operators
* Conjugate operator
⊗ Convolution operator
T Transposed operator
diag{·} Diagonal matrix
<{·} Real part
={·} Imaginary part
argmax

τ,v
( f (τ, v)) Parameter dual (τ,v) that maximizes f (τ,v)

(3) Matrix
~
s The transmitted signals in the frequency domain
Ti TOA matrix of receiver i
F1,m The m-th Doppler matrix
Hm0 The reference pulse in a raw data-based method
T′m0 TDOA offset matrix
G The reference pulse in a signal parameter-based method

2. A Signal Model

The geometry of an emitter, P, and two moving receivers (#1 and #2) is shown in
Figure 1. The speed of both receivers is vrec. At the center of a short synthetic aperture, the
slant angles of the receivers are θ1 and θ2, respectively. At time t, the slant range between
Receiver #1 and P is R1(t), and R2(t) is the range from Receiver #2 to P. With the slant range
model [35], one obtains the slant range of Receiver #1 as

R1(t) ≈ R0 − vrec cos θ1(t− tc1) +
v2

rec sin2 θ1

2R0
(t− tc1)

2 (1)

where tc1 is the center time, and R0 is the range at tc1.
The short synthetic aperture assumption satisfies

v2
rec sin2 θ1

λR0
T2

maxπ <
π

8
(2)

where λ is the wavelength of the emitter’s central frequency, fc. Tmax is the maximum time
length of an aperture. Then, the time limit of a short synthetic aperture is

Tmax <
1

2vrec sin θ1

√
λR0

2
(3)
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Figure 1. The geometry of two receivers and an emitter. 
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If the time duration of the received data satisfies (3), the assumption of the short
synthetic aperture is accepted, and the quadratic item in (1) can be ignored. Thus, R1(t) is a
linear function of t. (Similarly, R2(t) is a linear function of t under the condition of a short
synthetic aperture).

Let the pulse repetition time (PRT) of a received signal be T. Then, the time offset of
the m-th pulse is vrecmTcos θ1/c, where c is the speed of light. Considering the Doppler
frequency, fd = vrecfccos θ1/c, one can express the time offset of the m-th pulse as mTfd/fc.
Defining the Doppler factor as α1 = −fd/fc, one obtains the azimuth time, tm = mT. Then,
the time offset can be expressed as –α1tm. With the assumption that a signal transmitted by
an emitter is s(t)exp(j2πfct), the m-th pulse received by Receiver #1 is

s1(tr, tm) = s(tr − t1 − α1tm)e−j2π fc(t1+α1tm) (4)

where tr is the range time [36,37], and t1 is the time of arrival (TOA) of Receiver #1.
The signal received by Receiver #2 is similar to (4), except that the Doppler factor and
TOA differ.

The conventional CAF algorithm uses the signals from both receivers directly and
the TDOA and FDOA are obtained by correlation and FFT, respectively. The direct use of
raw data requires the transmission of a large amount of data. However, the transmission
bandwidth of the satellite platform is limited. Therefore, to alleviate the pressure of data
transmission, we propose a multi-pulse CAF that pre-compresses the raw data and then
calculate the TDOA and FDOA with the compressed data.

3. Method

In this section, we define the MPCAF with the 2-D data given in the above section and
prove the equivalence of the MPCAF computed from the compressed data and the MPCAF
obtained from the raw data. Then, the MPCAF is used to estimate the TDOA and FDOA.

3.1. A Multi-Pulse CAF

Definition 1. An MPCAF is defined as

C(τ, v) =
∫ T

0

∫ MT

0
s1(tr, tm)s∗2(tr + τ, tm)e−j2πvtm dtme−j2πvtr dtr (5)

where τ is time, and v is frequency.

The original CAF for the multi-pulse signal can be written in the form of a multi-
segment (M) integration or

A(τ, v) =
M

∑
m=0

∫ (m+1)T

mT
s1(t)s∗2(t + τ)e−j2πvtdt (6)
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Changing the upper and lower bounds of the integration, one obtains

A(τ, v) =
M

∑
m=0

∫ T

0
s1(t−mT)s∗2(t−mT + τ)e−j2πv(t−mT)dt (7)

Considering a 2-D signal defined by (4), s1 (for Receiver #1) and s2 (for Receiver #2)
can be written as s1(t, tm) and s2(t, tm), respectively. Then (7) is simplified as

A(τ, v) =
M

∑
m=0

∫ T

0
s1(tr, tm)s∗2(tr + τ, tm)e−j2πvtr ej2πvtm dtr (8)

Since ej2πvtm is independent of tr, one can rewrite (8) as

A(τ, v) =
M

∑
m=0

sm(τ, v)ej2πvtm (9)

with

sm(τ, v) =
∫ T

0
s1(tr, tm)s∗2(tr + τ, tm)e−j2πvtr dtr (10)

Equation (10) is the traditional CAF [25] and (9) is the CAF-CS algorithm. Equation (9)
shows that the phase difference between the multi-CAFs is 2πvtm, and it needs to be
compensated for the coherent summation. The results of MPCAF and CAF-CS are the same
in the τ-v space. However, the CAF-CS algorithm calculates multiple CAF and realizes the
summation of multiple 2-D planes. The processing of CAF-CS is in 3-dimensional (3-D)
space. The MPCAF divides the raw data into many short pulses, then arranges the short
pluses into a 2-D matrix. Indeed, the MPCAF is a 2-D FFT on the cross-correlation matrix.
This is the main difference between the MPCAF and CAF-CS.

When the raw data is a pulsed radar signal, the data of each receiver can be compressed
separately by constructing a reference function.

Definition 2. A 2-D compression function for a wideband signal is defined as

d1(t, u) =
∫ MT

0 [s1(t, tm)⊗ h∗(t)]e−j2πutm dtm

d2(t, u) =
∫ MT

0 [s∗2(t, tm)⊗ h(t)]e−j2πutm dtm
(11)

where ⊗ is a convolution operator, h(t) is the reference pulse for the data compression, and u is
the frequency.

Definition 3. A wideband cross-correlation function based on the compressed data is defined as

C′(τ, v) =
∫

u

∫
t
d1(t + τ, u)d2(t, v− u)e−j2πvtdtdu (12)

For a wideband signal, the signal bandwidth is much wider than the Doppler frequency, thus

C′(τ, v) ≈ C(τ, v) (13)

The proof of (13) is given in Appendix A.
The problem of large data volume and limited transmission bandwidth can be solved

by (13). However, the compression method of wideband signals in (11) is signal-type
dependent. Fortunately, signals with bandwidths over 100 MHz are usually used for
detection in a radar system. Since the signals are usually periodic and repetitive, the
received signal can be compressed by a reference signal. The next section will give the
compression method for the wideband signals in a radar system and use the MPCAF to
obtain the TODA and FDOA.
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3.2. Wideband TDOA and FDOA Estimation Using the MPCAF

As shown in Figure 2, the overall processing flow consists of two main parts, the
compression of the received data and the two-step TDOA and FDOA estimations. The data
compression includes the range and azimuth compressions. The estimation of the TDOA
and FDOA includes a coarse estimation and then a fine estimation. The TOAs and Doppler
frequencies of the compressed data give the coarse estimation, and the compressed data
complete the fine one.
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3.2.1. Data Compression and Coarse TDOA and FDOA Estimations

A common solution for compressing a periodic and repetitive signal is to construct a
reference signal and perform a matched filtering. The reference pulse is constructed in the
frequency domain to avoid the time-intensive convolution operation. Thus, the Fourier
transform is performed for a received signal, and then the reference pulse is constructed. A
general form of a wideband signal in the frequency domain is

s1( f , mT) = s( f )e−j2π( fc+ f )t1 e−j2π( fc+ f )α1tm (14)

where s(f ) is the Fourier transform of the baseband signal and f is baseband frequency.
One can denote the baseband frequency by a vector of

f = [ f0, f1, · · · , fN−1]
T (15)

where f n = nFs/N with N being the sampling number in the range.
Define

~
s = s(f)

T1 = diag{e−j2πfrt1 }
F1,m = diag{e−j2πfrα1tm }

(16)
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where fr = f + f c. Then, the m-th received pulse of Receiver #1 in the range frequency
domain is

s1,m = T1F1,m
~
s (17)

Define si as a 2-D signal matrix, which contains M pulses

s1 = [s1,0, s1,1, · · · , s1,M−1]
s2 = [s2,0, s2,1, · · · , s2,M−1]

(18)

As the sampling rate related to the signal bandwidth is often set to GHz, a massive
volume of data is collected and transmitted to a central computing unit, burdening the
data transmission system. We propose a data compression method in the range-Doppler
domain to reduce the burden. The main idea is to compensate for the modulation phase
of the received signal. The Doppler frequency affects the phase in the azimuth domain,
and the baseband signal modulates the phase in the range domain. The former is com-
pensated with the azimuth FFT. A reference pulse is usually used to compensate for the
latter. A straightforward way to construct a reference pulse is to use a received signal as
the reference directly. The approach does not require estimating the signal parameters,
simplifying the equipment requirement and processing flow. Another way is to construct
the reference pulse with the parameters of the received signal. In this case, the reference
is noiseless, and the estimation is better in a low SNR scenario. Depending on the device
capability, SNR, and accuracy requirement, one can construct the reference either way flexi-
bly. With the two methods of constructing a reference pulse, we propose two algorithms
for data compression.

Method A: A raw data-based method
For an unknown LFM signal, the reference pulse can be constructed by the m0-th pulse

received from a selected receiver with a high SNR. With Receiver #1 as an example, the
reference pulse is the m0-th pulse in s1, expressed as

Hm0 = s∗1,0 = T∗1 ϕ∗(fr)diag{~
s
∗
} (19)

where * is a conjugate operator and ϕ(fr) = diag{e−j2πfrα1tm }. m0 can be selected at any
azimuth time. Usually, the synthetic aperture center time m0 = 0 is selected. Indeed, the
reference pulse contains the TOA term and the Doppler frequency term. After the data
compression, the signal matrix of Receiver #1 is

Hm0s1 = ϕ(fr)[F1,0
~
s

2
, F1,1

~
s

2
, · · · , F1,M−1

~
s

2
] (20)

where
~
s

2
= diag{~

s
∗
}~

s is the amplitude of the compressed signal in the range frequency
domain. F1,m represents the Doppler frequency and is a coupling of range frequency and
azimuth time. The coupling causes the TOA to be time-varying in azimuth, which is
equivalent to the RCM in SAR imaging.

In (20), the data after compression do not contain the TOA information. Instead, the
information is included in the reference pulse. After compressing the data from the other
receiver by the reference pulse, one obtains

Hm0s2 = T∗1T2T′m0
ϕ∗(fr)[F2,0

~
s

2
, · · · , F2,M−1

~
s

2
] (21)

where T′m0
= diag{e−j2πfr(α2−α1)tm0 }. As the TOA of each receiver is time-varying during

the movement of the receivers, the TDOA is also time-varying. T′m0
represents the TDOA

offset from the zero time. Figure 3a shows that one can obtain the TODA at the central
time by setting tm0 = 0. Figure 3b shows that if the parameter tm0 in the reference pulse is
not zero, the compressed result is shifted by time α1tm0 relative to Figure 3a. At tm0, the
offset of the TDOA is (α2 − α1)tm0. Thus, the TDOA at different times can be obtained by
selecting reference pulses at different times.
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Figure 3. TDOA at different azimuth times. (a) With reference pulse at zero time, (b) With reference
pulse at tm0.

The next step is to compress the data in azimuth. The coupling of the range frequency
and azimuth causes the RCM and the Doppler frequency to vary with range frequency. The
RCM makes a signal distributed in multiple range time and azimuth frequency sampling
units, affecting the azimuth compression. Thus, the decoupling is crucial to compress
the signal in the azimuth domain. The Keystone transform [38] is usually used for the
decoupling, and the TDOA at the central moment can be obtained. However, the TDOA
varies with azimuth times, and a reference pulse can be selected at any azimuth time. As
the pulse usually corresponds to the receiver position used in a locating algorithm, it is
necessary to obtain the TDOA at the azimuth time of the reference pulse. Thus, a modified
Keystone transformation is used to estimate the TDOA at any azimuth time. The modified
transformation is

t′m =
fr

fc
(tm − tm0) + tm0 (22)

In the modification, the original azimuth time, tm, is replaced by a new azimuth
time, t′m. The frequency-dependent phase e−j2πfrα1(tm−tm0 ) is replaced by a frequency-
independent phase e−j2π fcα1(t′m−tm0 ), eliminating the coupling. After the transformation,
one obtains

ϕ∗(fr)F1,m = ej2π fcα1tm0 e−j2π fcα1t′m I (23)

and
Hm0s1 = ϕ1[

~
s

2
,

~
s

2
, · · · ,

~
s

2
]FMA1 (24)

where FMA1 = diag{e−j2π fcα1tMA1 }, with tMA1 = [t′0, · · · t′M−1] being the new azimuth time.
ϕ1 = ej2π fcα1tm0 is a constant phase. After the range IFFT and azimuth FFT, the peak of the
compressed data appears at time t = 0 and Doppler frequency v = α1fc.

Method B: A signal parameter-based method
Once a signal’s parameters are known, the reference pulse can be constructed with the

known parameters. For an LFM signal, s(f ) can be written as

s( f ) = rect(
f
B
)ejπ f 2/γ (25)

where B is the signal bandwidth, and γ is the chirp rate. Let us define

f2 = [ f 2
0 , f 2

1 , · · · , f 2
N−1]

T
(26)
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The reference pulse can be constructed as

G = diag{e−jπf2/γ } (27)

and is obtained after the range compression

Gs1 = T1[F1,0
~
s, F1,1

~
s, · · · , F1,M−1

~
s] (28)

Different from the former method, (28) maintains the TOA of each receiver, which
means the true TOA of each receiver can be obtained. Equation (28) also suffers a coupling of
range frequency and azimuth time. To handle the coupling, we use the modified Keystone
transformation and set tm0 = 0. Then, phase e−j2πfrα1tm is replaced with e−j2π fcα1t′′m . After
the transformation, one obtains

F1,m = e−j2π fcα1t′′m I (29)

and (28) becomes
Gs1 = T1[

~
s,

~
s, · · · ,

~
s]FMB1 (30)

where FMB1 = diag{e−j2π fcα1tMB1 }, with tMB1 = [t′′0 , · · · t′′M−1] being another new azimuth
time. After the range IFT, the peak appears at t = t1 and v = α1 fc.

The well-compressed data should have little energy inside the side lobes, and one can
only transmit the data in the main lobe. However, the data cannot be entirely and well
compressed due to possible parameter errors in the reference pulse. In this case, sending
more data can better estimate the TDOA and FDOA in the second step. The data within
the first side lobes are generally transmitted.

3.2.2. Refining TDOA and FDOA Estimations

After the data compression, the data are concentrated into a small area in the range-
Doppler plane. Detecting the peak of the compressed data, one obtains the TOA and
Doppler frequency of each receiver. Assuming that the TOA of the two receivers is t1 and
t2, respectively, and the corresponding Doppler is v1 and v2. The coarse TDOA and FDOA
estimates are

τcoarse = t1 − t2
vcoarse = v1 − v2

(31)

Ideally, the transmitted data are centered at the true TOA and Doppler frequency
lo-cation. Unfortunately, noise causes errors in the coarse TDOA and FDOA estimations
and the center of the transmitted data is offset. Thus, joint processing is needed to refine
the estimation. As the compressed data is small in volume, the TDOA and FDOA can be
calculated by a wideband cross-correlation function proposed in Section 3, avoiding the
data reconstruction in a CAF-based algorithm. The estimated TDOA and FDOA using the
function is

C2(τ, v) =
∫

u

∫
t
r1(t + τ, u)r2(t, v− u)e−j2πvtdtdu (32)

where r1 and r2 are compressed data from the two receivers. Then, the TDOA and FDOA
estimations in the second step are

(τ′, υ′)= argmax
τ,v

(C2(τ, v)) (33)

and the refined TDOA and FDOA are

τrefined = τcoarse + τ′

vrefined = vcoarse + v′
(34)
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Figure 4 illustrates the refining TDOA and FDOA estimations. The transmitted data
with the true TOA and Doppler frequency is shown on the left in the figure. The data with
offset TOA and Doppler frequency is shown on the right of the figure. The joint processing
aligns the true TOA and Doppler frequency in the transmitted data, refining the TDOA and
FDOA estimations.
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4. Performance Analysis and Consideration in Applications
4.1. CRLB Analysis

The received signal with noise wi,m is

r1,m = s1,m + w1,m
r2,m = s2,m + w2,m

(35)

with
ri = [rT

i,0, rT
i,1, · · · , rT

i,M−1]
T

Ri = diag(Ti,0, Ti,1, · · · , Ti,M−1)

Ai = diag(Fi,0, Fi,1, · · · , Fi,M−1)

S = [
~
s

T
,

~
s

T
, · · · ,

~
s

T
]
T

wi = [wT
i,0, wT

i,1, · · · , wT
i,M−1]

T

(36)

Received signals of the two receivers can be written as

r1 = R1A1S + w1
r2 = R2A2S + w2

(37)

The maximum likelihood estimation obtains the parameter pair θ = [τ0,v0]T from the
observation matrix r= [rT

1 , rT
2
]T. The Cramer–Rao lower bound (CRLB) is

J(θT) =
1
σ2<

{
DHD

}
(38)

where
D =

[
DτQ

~
r1, DυQ

~
r
]

(39)
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with

Q =

[
R1A1
R2A2

]
Dτ = diag(Dτ,0, Dτ,1, · · · , Dτ,M−1)

Dυ = diag(Dυ,0, Dυ,1, · · · , Dυ,M−1)

Dτ,m = diag(− j2π fr,0, · · · ,−j2π fr,N−1)

Dυ,m = diag(− j2π
m fr,0
fcPRF , · · · ,−j2π

m fr,N−1
fcPRF )

(40)

The derivation is detailed in Appendix B.

4.2. Relationship with Cyclostationarity-Based Algorithms

Assumed that two signals used for calculation are

x(t) = As(t)
y(t) = As(t− D)ej2π fdt (41)

A cyclic cross ambiguity function for joint TDOA and FDOA estimation is defined as

Cε
yx(τ, f ) =

∫
Rε− f

yx (u)(Rε
xx(u− τ))∗ejπ f udu (42)

where
Rε

xx(τ) =
1
T
∫ T/2
−T/2 x(t + τ/2)x∗(t− τ/2)e−j2πεtdt

Rε
yx(τ) =

1
T
∫ T/2
−T/2 y(t + τ/2)x∗(t− τ/2)e−j2πεtdt

(43)

Let
fR(u, f ) = Rε− f

xy (u)(Rε
xx(u− τ))∗ejπ f u (44)

When u = τ and ε = 0, one has

Rε
xx(0) = A 1

T
∫ T/2
−T/2 s(t + τ/2)s∗(t− τ/2)dt

= AR0
ss(0)

(45)

and

R− f
xy (τ) =

1
T

∫ T/2

−T/2
x(t− τ/2)y∗(t + τ/2)ej2π f tdt (46)

Since R0
ss(0) is a real-type number not related to the time delay and Doppler frequency,

one obtains
fR(τ, f ) = A2R0

ss(0)R fd− f
ss (τ − D)e−jπ( fd− f )D

= A2R0
ss(0)ejπ fdτ R− f

yx (τ)
(47)

The CAF can be expressed as

C(τ, f ) =
∫ T/2
−T/2 x(t− τ/2)y∗(t + τ/2)e−j2π f tdt

=
[∫ T/2
−T/2 y(t + τ/2)x∗(t− τ/2)ej2π f tdt

]∗
= TR− f

yx (τ)

(48)

The results of (47) and (48) show that the CAF algorithm is a special situation when the
cyclic frequency α = 0 and u = τ. As the MP-CAF is proved to be equal to CAF (in Section 3.1),
the proposed function is also a special situation in cyclostationarity-based algorithms.

4.3. Doppler Aliasing

According to the signal model proposed in Section 2, Doppler frequency fcαtm is
related to the azimuth sampling interval T′. The azimuth sampling rate is essential and
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should equal the pulse repetition frequency (PRF) of the emitter. The mismatch of the two
parameters will scale the real azimuth time, causing an additional Doppler frequency of a
received signal. Here, the mismatch and its influence are analyzed.

Assuming that the sampling interval is 1/Fs and the mismatch is k sampling units, the
additional Doppler frequency is

ve = k fcPRF/Fs = nPRF + vb (49)

where n is the Doppler aliasing number, and vb is the baseband of the Doppler frequency.
The Doppler frequency estimation of Receiver #i (i = 1, 2), v̂i with ve is

v̂i = nPRF + vb + vi (50)

where vi is the Doppler frequency of the i-th receiver. If vb = 0, the additional Doppler
frequency is an integer multiplied by the PRF. It does not affect the Doppler frequency
estimation. In general, vb is not equal to 0 and has different effects on the baseband of the
Doppler frequency. Two cases exist and are discussed.

Case 1: (vb + v1) and (vb + v2) are larger or smaller than one PRF. The PRF aliasing
numbers of the two receivers are the same, and the correct FDOA can be obtained as shown
in Case 1, Figure 5. The relative difference in the Doppler frequency has not changed
after aliasing.

Case 2: One of (vb + v1) and (vb + v2) is higher than one PRF. The PRF aliasing numbers
differ. The estimated FDOA is (v2 − v1 ± PRF), as illustrated in Case 2, Figure 5. If (vb + v2)
is higher than one PRF, the estimated FDOA is (v2 − v1 − PRF) after aliasing. The estimation
is incorrect.
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The mismatch affects the Doppler frequency of the signal and introduces the additional
RCM, making the signal energy disperse into multiple range cells. After performing
an azimuth FT, the data cannot be fully compressed in the azimuth-frequency domain.
Therefore, the accuracy of the azimuth sampling rate is critical for data compression.
Two methods are used to estimate and eliminate the mismatch.

a. Rearranging the raw data according to the true PRF after estimating the error of the
azimuth sampling rate and calculating the true PRF.

As the two adjacent pulses from a wideband system are generally coherent, the
correlation peak of the two pulses is linked to the error of the azimuth sampling rate. If
there is no error, the peak appears at t = 0. If the error is e, the peak is at t = e. The average
of several sets of adjacent pulses adequately estimates the error.

b. Estimating the Doppler aliasing number n of each receiver according to the RCM.

As the Doppler aliasing number linearly relates to the RCM, the Doppler aliasing
number can be obtained by estimating the RCM. The correlation result of the i-th pulse
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and the (i + m)-th pulse estimates the RCM as mRCM. The RCM is equal to ve/(fcPRF),
and ve can be expressed as (41). Thus, the Doppler aliasing number can be obtained by
n = (mRCM fcPRF-vb)/PRF.

4.4. Computational Complexity

Suppose the size of the signal matrix is M × N and the compressed signal matrix
is Mc × Nc, the length of sinc interpolation kernel for Keystone transform is K. From the
flowchart shown in Figure 2, each receiver includes a range FFT and a range IFFT, an
azimuth FFT, and an interpolation. The joint processing includes a 2-D cross-correlation
operation. The overall multiplication is

2MN(log2M + 0.5log2N + K + 1) + M3
c N3

c (51)

and the overall addition is

2MN(2log2M + log2N + K− 1) + M2
c N2

c (Mc − 1)(Nc − 1) (52)

5. Results
5.1. Data Compression Simulation

We simulated an LFM signal with the parameters given in Table 2 to verify the
proposed method. After compressing the data in the range dimension, a slant line is
obtained in the range-Doppler plane, as shown in Figure 6. The line shows that the TOA
of the receiver is time-varying and reflects the true TOA during the movement. Since the
RCM of the signal spans into multiple range cells, the modified Keystone transformation
(e.g., (22)) is performed.

Table 2. Parameters of an LFM signal.

Parameters Value

Carrier frequency 1.45 GHz
Bandwidth 50 MHz
Sampling frequency 100 MHz
Pulse repetition frequency 5 kHz
Pulse width 10 µs
Pulse number 64
SNR 5 dB
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After the transformation, a horizontal straight line, as shown in Figure 7, is obtained.
The range frequency and azimuth time are decoupled, and the data are well compressed in
the azimuth dimension.
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Figure 8 is the result after the azimuth compression. The red box indicates that the
compressed data only occupies a small part of the range-Doppler plane. The data transmis-
sion is carried on after the azimuth compression. The data volume in the transmission is
related to the width of the two first lobes of the compressed data, and the width is inversely
proportional to the signal bandwidth in the range domain. Thus, the amount of data to be
transmitted is significantly reduced for a wideband signal.
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To compare the compression performance of the proposed method and a resampling
method [32], we analyzed both outputs. Assuming that the azimuth sampling interval is
T′, the sampling rate is Fs, the number of pulses is M, and the raw data transmission is
MTFs. The transmitted data in two methods are shown in Figure 9. Br is 100 MHz, T is
100 µs, M is 100, and MFFT is 10. Using 1.2 times Br as the resampling frequency in the
resampling method, the data transmission is still huge after resampling. It is because the
signal bandwidth Br limits the resampling frequency. As the data compression is inversely
proportional to the signal bandwidth in the proposed method, the data transmission is very
small for a wideband signal after the compression.

5.2. Numerical TDOA and FDOA Estimations

The MonteCarlo simulations were used to obtain the root-mean-square error (RMSE)
of the proposed algorithm and traditional methods, including the CAF, CAF-CS, and
KTM. The SNR varied from −20 to 10 dB with intervals of 2.5 dB. At each SNR value,
1000 simulations were run. The results of the raw data-based compression algorithm are
shown in Figure 10. The proposed approach and KTM can reach the CRLB at high SNRs for
the TDOA and FDOA estimations. Compared with the KTM, the proposed method does not
require the entire data transmitted. Since the reference pulse in the raw data-based method
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is from the received signal, a noisy reference signal (e.g., SNR ≤ −7.5 dB) significantly
degrades the performance in estimating the TDOA and the FDOA.
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As the reference pulse by the parameter-based method does not contain noise, its
overall performance of the TDOA and FDOA estimations is better than that of the raw data-
based method. However, the raw data-based method can still be viable since an emitter’s
system parameters are typically unknown. Thus, it is valuable that the applicability of
the raw data-based method is articulated further, with the consideration of the input and
output SNRs.

Assuming that size of the raw data was mn, and the compressed data size was m′n′. If
the SNR for the input is SNRin, the output SNR, SNRout is

SNRout = −10lg(2× 10−
SNRin

10 + 10−
SNRin

5 ) + 10lg(
mn

m′n′
) (53)

The derivation of (53) is detailed in Appendix C. The SNRin and SNRout relationship is
shown in Figure 11. They have a positive relationship. It should be noted that when the
reference pulse is noisy, the SNRout decreases. Hence, the TDOA estimation performance
deteriorates at a low SNR (e.g., Figure 10a).

5.3. Hardware-In-The-Loop Data

We performed a hardware-in-the-loop simulation to examine the proposed method’s
feasibility further. The signal parameter-based approach was adopted to complete the
data compression since the signal parameters are known. The parameters are tabulated
in Table 3.
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Table 3. Parameters of experimental data.

Parameters Value

Central frequency 1.45 GHz
Bandwidth 20 MHz
Pulse width 4 µs
Pulse repetition frequency 10 kHz
Sampling rate 200 MHz

The true TDOA is 50.535 µs, and the true FDOA is 4944.670 Hz. An emitter was
located at 103.0716◦E and 27.3571◦N. The orbital height of each satellite was 600 km. The
nadir-view location of one satellite on the Earth’s surface was at 101.9216◦E and 26.4271◦N,
and the nadir-view position of the second satellite was 102.8017◦E and 26.6072◦N. The
computer sets the parameters of an LFM signal, and the hardware board completes the
sending and receiving of the signal.

The raw data collected are in real data type. Since there is no phase information in the
data of the real-data type, it may not be conducive. The Hilbert transform is used to obtain
the phase information of the received signal. The results are shown in Figure 12.
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Figure 12. Raw (in complex-data type) of two receivers. (a) Receiver #1, (b) Receiver #2.

Estimating the time difference and frequency difference is divided into two steps,
data compression and joint processing. In the first step, the parameter-based compression
algorithm compresses the received data from the two receivers. First, the Fourier transform
is performed on the received data in the range dimension. Then, the reference function
is constructed according to (27). After the received signal is multiplied by the reference
function, the modified Keystone transformation is performed to correct the RCM. Finally,
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the inverse Fourier transform is performed in the range dimension, obtaining a range-
dimensional compression result, as shown in Figure 13. The RCM correction is essential.
Without it, the compression result is a slant line, resulting in a time-varying TDOA. After
the correction, the accurate TOA at the central time can be obtained, as shown in Figure 14.
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The azimuth Fourier transform completes the azimuth compression. The TOA and
Doppler frequency of each receiver is then obtained, as shown in Figure 15. The data are well
compressed. The TOA of Receiver #1 is 17.000 µs and the Doppler frequency is 7683.000 Hz.
The TOA is −33.000 µs and the Doppler frequency is 2733.000 Hz for Receiver #2.
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The received signal may be weak since a receiver is far away from the emitter. The
SNR of the received signal may be very low, causing significant errors in the estimation
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results of the first step. The error can be reduced through the joint processing or the second
step. The primary difference from traditional methods is that compressed data are used for
joint processing. The data volume is tiny, and it is unnecessary to restore the compressed
data to the original since accurate TDOA and FDOA are obtained with (33) and (34). The
results are shown in Figure 16. The estimated TDOA and FDOA are 0.530 µs and −1.720 Hz,
respectively. Thus, the TDOA and FDOA estimates are refined as 50.530 µs and 4948.280 Hz.
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Figure 16. Results after joint processing.

To quantify the performance of the proposed method, we compare it with the CAF-CS
method and KTM. All raw data must be transferred when the CAF-CA method and KTM
are used. The proposed method uses compressed data that have less than 0.2% of the
original data volume (Table 4). Although the KTM has the best performance with the
smallest TODA and FDOA errors (Table 5), the proposed method still has a considerable
advantage in scenarios when data-transmission bandwidth is limited.

Table 4. Size of the data matrix in transmission.

CAF-CS KTM Proposed

4096 × 80 4096 × 80 100 × 6

Table 5. Results of experimental data.

TDOA Error (ns) FDOA Error (Hz)

CAF-CS 13.85 192.67
KTM 4.15 3.30

Proposed 5.00 3.61

Finally, the location of the emitter after the least-squares method is shown in Figure 17.
The position is at 103.0659◦E and 27.3837◦N. The positioning error is −0.0057◦ in longitude
and 0.0266◦ in latitude.
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6. Discussion

Typically, the sampling rate satisfies Nyquist’s law to sample the passive signal with-
out distortion. However, wideband sources such as ISAR radar transmit signals with a
bandwidth of several hundred MHZ to several GHz, resulting in a large volume of data
to be collected by the receiver. If the receiver is placed on a satellite platform, data trans-
mission will be a challenge. Fortunately, radar equipment generally transmits coherent
pulses, and the method proposed in this paper is well suited for this environment. Future
research will be conducted to recover signal coherence so that the methods in this paper
can be applied to more signal types.

When the intercepted signal is completely unknown, the received signal is used
directly as a reference function (Method A). In this case, the processing results of the
proposed algorithm are consistent with that of the traditional algorithm based on the cross-
correlation function, and the interference is not filtered. When the received signal is known,
the coherent accumulation of the received signal can be achieved by the reference function
constructed by the signal parameters (Method B), and the interference is filtered. Therefore,
the proposed method has good interference immunity in the localization of known signals.

7. Conclusions

A multi-pulse cross ambiguity function (MPCAF) was proposed to reduce the data
volume in transmission when two spaceborne receivers were used to locate an emitter on the
ground passively. It consists of the coarse time difference of arrival (TDOA) and frequency
difference of arrival (FDOA) estimations with data compression and refined estimation
with the joint processing. In the coarse estimations, two methods, a raw data-based method
and a signal data-based one, were proposed to create the reference pulse, and the raw
data were then compressed. In the raw data-based method, the reference pulse is directly
constructed from the received data, which can be noisy. The reference pulse in a signal
parameter-based method contains no noise. Both methods have the same performance at
a high SNR, but the performance of the raw data-based method deteriorates as the SNR
decreases. The wideband signal is significantly compressed with the compression methods
to reduce the volume in data transmission. To refine the TDOA and DFOA estimations,
we proposed the joint processing with a wideband cross-correlation function, achieving
accurate estimations. Simulations show that the performance of the proposed method
reaches the Cramer–Rao lower bound. The hardware-in-the-loop simulation also validates
the effectiveness of the proposed method.

The relative motion speed presented in this paper is constant, and the received signal
has a Doppler shift in the azimuth. When the relative speed is not constant, the signal has
multiple Doppler frequency components, resulting in a multi-valued FDOA of MPCAF.
Fortunately, this situation is very similar to the Doppler spectrum in SAR imaging. The
center of the spectrum is uniquely determined and can be estimated (e.g., the Map–Drift
method). Further work will consider the situation where the short aperture assumption
is not satisfied. In this situation, relative motion velocity varies with the view angle, and
the signal occupies multiple Doppler sampling units. The subsequent work will deal with
the issue.
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Appendix A

In (12), the convolution can be expressed as

s1(tr, tm)⊗ h∗(tr) =
∫ +∞
−∞ s1( f , tm)H∗(− f )ej2π f tr d f

s∗2(tr, tm)⊗ h(tr) =
∫ +∞
−∞ s∗2(− f , tm)H( f )ej2π f tr d f

(A1)

where f is the frequency corresponding to time tr. The cross-correlation in (12) can be
expressed in the form of convolution. Since the convolution of two signals is equivalent to
frequency domain multiplication, the convolution can be written as∫ +∞

−∞ d1(tr, tm)d2(tr + τ, tm)e−j2πvtr dtr

= d1(tr, tm)⊗ d2(tr + τ, tm)e−j2πvtr

=
∫ +∞
−∞ D1(− f )D2( f − v)e−j2π f τej2π f tr d f

(A2)

where
D1( f ) = s1( f , tm)H∗(− f )
D2( f ) = s∗2(− f , tm)H( f )

(A3)

Inserting (A1) and (A3) to (A2), one obtains∫ +∞
−∞ d1(tr, tm)d2(tr + τ, tm)e−j2πvtr dtr

=
∫ +∞
−∞ s1( f , tm)s∗2((v− f ), tm)e−j2π f τ H∗(v− f )H( f )ej2π f tr d f

(A4)

For a wideband signal, it satisfies Bt >> v. Then,

H∗(v− f )H( f ) ≈ H∗(− f )H( f )
s∗2((v− f ), tm) ≈ s∗2(− f , tm)

(A5)

Therefore, one has∫ +∞
−∞ d1(tr + τ, tm)d2(tr, tm)e−j2πvtr dtr

≈
∫ +∞
−∞ s1( f , tm)s∗2((− f ), tm)e−j2π f τ H∗(− f )H( f )ej2π f tr d f

(A6)

The right side can be written in the form of a time-domain convolution∫ +∞
−∞ s1( f , tm)s∗2((− f ), tm)e−j2π f τ H∗(− f )H( f )ej2π f tr d f
=
∫ +∞
−∞ s1(tr + τ, tm)s∗2(tr, tm)e−j2πvtr dtr

(A7)

Thus ∫ +∞
−∞ d1(tr + τ, tm)d2(tr, tm)e−j2πvtr dtr

≈
∫ +∞
−∞ s1(tr + τ, tm)s∗2(tr, tm)e−j2πvtr dtr

(A8)

The analysis of the frequency difference is the same as the time difference. The
results are ∫ +∞

−∞ d1(tr + τ0, u)d2(tr, v− u)e−j2πvtr du
≈
∫ +∞
−∞ s1(tr + τ0, tm)s∗2(tr, tm)e−j2πvtr ej2πvtm dtm

(A9)

Thus, one obtains∫
u

∫
tr

d1(tr + τ, u)d2(tr, v− u)e−j2πvtr dtrdu
≈
∫

tr

∫
tm

s1(tr, tm)s∗2(tr + τ, tm)e−j2πvtm dtme−j2πvtr dtr
(A10)

The conclusion proves (13).
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Appendix B

Define noise matrix as w= [wT
1 , wT

2
]T, and N−1

ω = σ2I. The log-likelihood function is

L(r; S,θ) = −(r−QS)HN−1
ω (r−QS) (A11)

where Q =

[
R1A1
R2A2

]
=

[
Q1
Q2

]
. The maximum likelihood estimate for r is

^
r = (QHN−1

ω Q)
−1

QHN−1
ω r (A12)

Further simplification

QHN−1
ω Q =

2
σ2 I (A13)

Then, one obtains
^
r =

σ2

2
QHN−1

ω r (A14)

Inserting (A14) to (A11) and simplifying (A11), one can rewrite (A11) as

L(r; S,θ) = −[rHN−1
ω r− 1

2σ2 (rHQ)(QHr)]

= 1
σ2<

{
rH

2 Q2QH
1 r1

}
+ a

(A15)

where <{·} stands for the real part, and a is a constant unrelated to θ. Let Q = Q2QH
1 .

θ can be estimated as
θ = max

τ,ν
<
{

rH
2

~
Fr1

}
(A16)

When r1 is used as a reference and r2 = Qr1. The signal is rewritten as r = [I, QT]Tr1.
To derive CRLB, one needs to define variables in the probability distribution function
(PDF). Define

Ψ =
[
<
{

ST
1

}
,=
{

ST
1

}
,θT

]
(A17)

where ={·} stands for the imaginary part.
The Fisher information matrix for Ψ is given by

J(Ψ) = 2<

∂
~
r

H

∂Ψ
N−1

ω
∂

~
r

∂Ψ

 (A18)

The derivation of r for Ψ can be expressed as

P =
∂r
∂Ψ

=

[
I jI 0
Q jQ D

]
(A19)

where D is defined as

D =
∂(Qr1)

∂θT (A20)

Therefore

PHN−1
ω P =

1
σ2

 I2 + QHQ j(I2 + QHQ) QHD
−j(I2 + QHQ) I2 + QHQ −jQHD

DHQ jDHQ DHD

 (A21)
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When QHQ = I is used in the derivation, (A21) can be written as

PHN−1
ω P =

1
σ2

 2I 2jI Q̃D
−2jI 2I −jQ̃D
DHQ̃ jDHQ̃ DHD

 (A22)

The Fisher information matrix of Ψ is obtained

J(Ψ) =
2
σ2


2I 0 <

{
QHD

}
0 2I =

{
QHD

}
<
{

DHQ
}
−=

{
DHQ

}
<
{

DHD
}
 (A23)

Considering the partitioned matrix formula, one obtains

J(θT) =
1
σ2<

{
DHD

}
(A24)

According to (A23), D is written as

D =
[
DτQ̃r̃1, DυQ̃r̃

]
(A25)

where 
Dτ,m = diag(− j2π fr,0, · · · ,−j2π fr,N−1)
Dτ = diag(Dτ,0, Dτ,1, · · · , Dτ,M−1)

Dυ,m = diag(− j2π
m fr,0
fcPRF , · · · ,−j2π

m fr,N−1
fcPRF

)
Dυ = diag(Dυ,0, Dυ,1, · · · , Dυ,M−1)

(A26)

Appendix C

A received signal can be written as

r = s + w (A27)

where s is signal and w stands for noise. A reference signal can be written as

H = diag
(
s1m0 , s2m0 , · · · , snm0

)
+ diag

(
ω1m0 , ω2m0 , · · · , ωnm0

)
= Hs + Hω

(A28)

The compressing result is

Hr = Hss + Hωs + Hsw + Hωw (A29)

The input SNR is defined as

SNRin = 10lg(
p(s)
p(w)

) (A30)

where p(·) is power.

p(s) =
1

mn

n

∑
i=1

m

∑
j=1

s2
ij (A31)

p(w) =
1

mn

n

∑
i=1

m

∑
j=1

ω2
ij (A32)
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The mean value of noise is µω = 0, and the variance of the noise is power

p(w) =
1

mn

n

∑
i=1

m

∑
j=1

(ωij − µω)
2 = σ2

ω (A33)

The output SNR is

SNRout = 10lg(
p(Hss)

p(Hωs + Hsw + Hωw)
) (A34)

The power of the compressed data is

p(Hss) =
1

m′n′
n

∑
i=1

m

∑
j=1

(sim0 sij)
2 (A35)

where m′n′ is the number of the sampling units of the compressed data. The output noise
after compressing is

w = Hws + Hsw + Hww

=


ω11 ω12 · · · ω1m
ω21 ω22 · · · ω2m

...
...

. . .
...

ωn1 ωn2 · · · ωnm

 (A36)

where ωij = wim0 sij + sim0 wij + wim0 wij. The power of the output noise is

p(w) =
1

m′n′
n

∑
i=1

m

∑
j=1

ω2
ij (A37)

Assuming that the amplitude of the signal s is A, the power of s is

p(s) =
1

mn

n

∑
i=1

m

∑
j=1

s2
ij = A2 (A38)

Thus, the power of an output signal is

p(Hss) =
1

m′n′
n

∑
i=1

m

∑
j=1

(sim0 sij)
2 =

mn
m′n′

A4 (A39)

and the power of an output noise is

p(w) = E[w]2 + D[w] = 2A2σ2 + σ2σ2 (A40)

where E[·] denotes the mean value, and D[·] is the variance.
The input SNR is

SNRin = 10lg(
A2

σ2 ) (A41)

The output SNR is

SNRout = 10lg(
mn

m′n′
A4

2A2σ2 + σ2σ2 ) (A42)

Letting p(s)
p(w)

= A2

σ2 , one obtains

SNRout = −10lg(2× 10−
SNRin

10 + 10−
SNRin

5 ) + 10lg(
mn

m′n′
) (A43)
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