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Abstract
Over the last years, there has been an increased
interest in the combined use of natural language
processing techniques and machine learning algo-
rithms to automatically classify texts on the basis
of wide range of features. One class of features that
have been successfully employed for a wide range
of classification tasks, including native language
identification, readability assessment and text genre
categorization pertain to the construct of ‘linguistic
complexity’. This paper presents a novel approach
to the use of linguistic complexity features in text
categorization: Rather than representing text com-
plexity ‘globally’ in terms of summary statistics,
this approach assesses text complexity ‘locally’ and
captures the progression of complexity within a
text as a sequence of complexity scores, generat-
ing what is referred to here as ‘complexity con-
tours’. We demonstrate the utility of the approach
in an automatic text classification task for five gen-
res – academic, newspaper, fiction, magazine and
spoken – of the Corpus of Contemporary
American English (COCA) [Davies, 2008]
using a recurrent neural network.

1 Introduction
Recent years have witnessed a growing interest in the com-
bined use of natural language processing (NLP) techniques
together with machine learning algorithms to investigate the
formal features of a text, rather than its content. This type
of approach has been successfully applied to a range of auto-
matic text categorization tasks, including author recognition
and verification [Van Halteren, 2004], native language identi-
fication e.g. [Malmasi et al., 2017; Crossley and McNamara,
2012; Kyle et al., 2015], readability assessment [François
and Miltsakaki, 2012] and text genre identification [Xu et
al., 2017]. One class of features that have been successfully
employed in text classification research pertains to the mul-
tidimensional construct of ‘linguistic complexity’ that cuts
across multiple levels of linguistic representation. Linguistic
complexity is commonly defined as the “the range of forms
that surface in language production and the degree of sophis-
tication of such forms” [Ortega, 2003, p. 492]. This construct

has been operationalized in terms of a number of measures
that tap into different levels of linguistic analysis (e.g. lex-
ical features, such as type-token ratio, or syntactic features,
such as complex nominals per clause) and that require dif-
ferent NLP preprocessing steps, from tokenization to syntac-
tic parsing (see Section 2). While previous text classification
studies have combined information from multiple measures
so as to cover different levels of analysis, these studies used
as input for their classifiers scores representing the average
complexity of a text. However, the use of such aggregate
scores obscure the considerable degree of variation of com-
plexity within a text.

In this paper we present a novel approach to the use of lin-
guistic complexity features in the area of text classification.
To this end, we employ a computational tool that implements
a sliding-window technique to track the progression of com-
plexity within a text, allowing for a ‘local’ - rather than a
global’ - assessment of complexity of a text. More precisely,
we demonstrate the utility of the approach in a text genre clas-
sification task. Text genre detection is a typical classificatory
task in computational stylistics that concerns “the identifica-
tion of the kind of (or functional style) of the text [Stamatatos
et al., 2000, p. 472]. Although definitions of ‘genre’ remain
elusive, in the broadest sense, it can be used to refer to “lan-
guage use in a conventionalized communicative setting in or-
der to give expression to a specific set of communicative goals
of a disciplinary or social institution, which give rise to stable
structural forms by imposing constraints on the use of lexico-
grammatical as well as discoursal resources” [Bhatia, 2004,
p.:23]. In this study, we start from the assumption that these
constraints are reflected in the degree of linguistic complexity
of a text. We then proceed to show that genres are not only
distinguished by their average complexity but also in their
distribution of linguistic complexity within a text.

2 Our approach: Measuring linguistic
complexity using a sliding-window
technique

The distribution of linguistic complexity within a text was
measured using Complexity Contour Generator
(CoCoGen), a computational tool that implements a sliding-
window technique to generate a series of measurements
for a given complexity measure (CM), allowing for a ‘lo-
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cal assessment’ of complexity within a text [Ströbel, 2014;
Ströbel et al., 2016]. The approach implemented in CoCoGen
stands in contrast the standard approach that represent text
complexity as a single score, thus only providing a ‘global
assessment’ of the complexity of a text. A sliding window
can be conceived of as a window with a certain size defined
by the number of sentences it contains. The window is moved
across a text sentence-by-sentence, computing one value per
window for a given CM. For a text comprising n sentences,
there are w = n−ws+1 windows. Given the constraint that
there has to be at least one window, a text has to comprise at
least as many sentences at the ws is wide n ≥ w. To compute
the complexity score of a given window m (w(m)), a mea-
surement function is called for each sentence in the window
and returns a fraction (wnm/wdm). The denominators and
numerators of the fractions from the first to the last sentence
in the window are then added up to form the denominator and
numerator of the resulting complexity score of a given win-
dow (see Figure 1).

Sliding Window Approach 21.05.2018

1. ws = 3, no scaling

Text comprising n = 10 sentences

1 2 3 4 5 6 7 8 9 10
wn0
wd0

wn1
wd1

wn2
wd2

wn3
wd3

wn4
wd4

wn5
wd5

wn6
wd6

wn7
wd7

wn8
wd8

wn9
wd9

w0 = wn0+wn1+wn2
wd0+wd1+wd2

w1 = wn1+wn2+wn3
wd1+wd2+wd4

w2 = wn2+wn3+wn4
wd2+wd3+wd5

w3 = wn3+wn4+wn5
wd3+wd4+wd5

w4 = wn4+wn5+wn6
wd4+wd5+wd6

w5 = wn5+wn6+wn7
wd5+wd6+wd7

w6 = wn6+wn7+wn8
wd6+wd7+wd8

w7 = wn7+wn8+wn9
wd7+wd8+wd9

2. scaling, non-overlapping windows, number of scaled windows sw = 3
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Introduction
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Results
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Discussion
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Figure 1 Schematic illustration of how complexity measurements
are obtained in CoCoGen for a text comprising ten sentences with a
window size ws of three sentences.

The series of measurements generated by CoCoGen cap-
tures the progression of linguistic complexity within a text for
a given CM and is referred here to as a ‘complexity contour’.
As texts vary in length, their complexity contours cannot be
directly compared. To permit comparisons of such contours,
CoCoGen features a scaling algorithm that divides each text
into a user-defined number of approximately same-sized par-
titions, termed here as ‘scaled windows’ (see Figure 2).
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2. scaling, non-overlapping windows, number of scaled windows sw = 3
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Figure 2 Illustration of the complexity measurements obtained by
CoCoGen for a text comprising ten sentences with the number of
scaled windows set to 3.

In its current version, CoCoGen supports 32 measures of
linguistic complexity. Importantly, CoCoGen was designed
with extensibility in mind, so that additional complexity mea-
sures can easily be added. It uses an abstract measure class for

the implementation of complexity measures. With the excep-
tion of three CMs based on an information-theoretic approach
(KolmogorovDeflate, SyntacticKolmogorovDeflate,
MorphologicalKolmogorovDeflate), the operationaliza-
tions of all CMs follow those given in [Lu, 2010] and [Lu,
2012]. For details on the operationalization of the CMs based
on Kolmogorov complexity, see [Ströbel, 2014]. As pre-
processing step, CoCoGen uses the Stanford CoreNLP
suite [Manning et al., 2014] for performing tokenization,
sentence splitting, part-of-speech tagging, lemmatization and
syntactic parsing (Probabilistic Context Free Grammar Parser
[Klein and Manning, 2003]). The set of 32 CM investigated
in the present study can be binned into binned into four cat-
egories (raw text, lexical, morpho-syntactic, and syntactic)
defined on the basis of the different levels of linguistic anal-
ysis automatically carried out (tokenization, lemmatization,
morpho-syntactic tagging and constituency parsing).

Raw Text Features are derived from unanalyzed text
and include CMs such as MeanSentenceLength, calcu-
lated as the average number of words per sentence, and
MeanLengthofWords, calculated as the average number
of characters per word. This category also subsumes the
KolmogorovDeflate measure (cf., [Ehret and Szmrecsanyi,
2016; Juola, 2008; Kettunen et al., 2006; Li and Vitányi,
1997], for details). Lexical Features CMs from this category
concern either the frequencies of lexical items from specific
word lists, such as New Academic Word List or express vo-
cabulary variation, i.e. measure lexical sophistication, such
as the Type − Token Ratio (TTR). Due to the sensitivity
to sample size, two different variants of TTR are also in-
cluded (Root TTR, Corrected TTR). Morpho-Syntactic
Features. An example of a CM that belongs to this category
is Lexical Density which is defined as the ratio of content
words (verbs, nouns, adjectives and adverbs) to the total num-
ber of lexical tokens in a text. Syntactic features include
make reference to syntactic dependencies. Two examples of
CMs from this category are Complex Nominals per T −
Unit and Dependent Clauses per Cause. An overview of
all CMs with their associated definitions, NLP categories, la-
bels and descriptive statistics (mean text complexity and stan-
dard deviations) across complexity measures and genres is
provided in Table 1.

3 Experiment
3.1 Datasets
The corpus data from the present study come from the
Corpus of Contemporary American English
(COCA) [Davies, 2008]. COCA is a balanced corpus of
American English containing more than 560 million words
of text (20 million words each year 1990-2017) equally
divided among five general genres: spoken, fiction, popular
magazines, newspapers, and academic texts.1 For the

1The selection of the COCA over the British National
Corpus (BNC) is motivated by two main reasons: (1) the COCA
covers the time span from 1990 to 2012, whereas the BNC covers
the time span from 1980s to 1993 (i.e. the most recent texts in the
BNC are from the early 1990s, more than twenty years ago), making
the COCA more representative of contemporary English and (2) the
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purposes of this study, we used a balanced subsample of
the corpus comprising 10,500 texts obtained by random
sampling of 2,100 texts from each of these five genres.
Complexity contours were obtained using CoCoGen with
a window size of 10 sentences over all 10,500 texts. For
each text, we extracted a feature sequence, which consists
of a series of length n − 10 + 1 32 dimensional feature
vectors generated at each window position, where n is the
number the sentences in a text. After normalization and
padding of the feature sequences, the data were divided
into a balanced training set of 10,000 feature sequences
(2,000 texts per genre) and a balanced test set of 500 feature
sequences (100 texts per genre). To determine to what extent
the performance of the classification model is driven by the
sequence information, i.e. by the complexity contour, rather
than average text complexity, we also created a comparison
dataset in which we collapsed each unnormalized feature
sequences to its mean vector, so as to retain only the global
feature information, and then normalized these data. We used
the same COCA subset of 10,500 texts described above to
train and test the classification model. Complexity contours
were obtained using CoCoGen with window size of 10
sentences over all 10,500 texts. For each text, we extracted
a feature sequence, which consists of a series of length
n − 10 + 1 32 dimensional feature vectors generated at
each window position, where n is the number the sentences
in a text. After normalization and padding of the feature
sequences, the data were divided into a balanced training
set of 10,000 feature sequences (2,000 texts per genre) and
a balanced test set of 500 feature sequences (100 texts per
genre).

3.2 Model
We used a Recurrent Neural Network classifier adopting the
model specification described in [Hafner, 2018]. This model
was used because (1) is a dynamic RNN model that can han-
dle sequences of variable length2, (2) it uses Gated Recurrent
Unit (GRU) cells, which have been shown yield better perfor-
mance on smaller datasets [Chung et al., 2014], and (3) it is a
simple model.

GRU

x1

GRU

x2

h1 · · ·
h2

GRU

xl

hl−1 · · ·
hl

GRU

xn

hn−1

Dense Layer

Softmax

ŷ

Figure 3 Roll-out Of the RNN Model

COCA (450 million words) is more than four times as large as the
BNC (100 million words).

2The lengths of the feature sequences depend on the number of
sentences of the texts in our corpus.

Assume an input sequence X =
(x1, x2, . . . , xl, xl+1, . . . , xn), where each of xi is a 32
dimensional vector, l is the length of the sequence, n ∈ Z
is a number, which is greater or equal to the length of
the longest sequence in the dataset and xl+1, · · · , xn are
padded 0-vectors. As shown in Figure 3, this model consists
only of GRU cells with 200 hidden units. To predict the
classification, softmax was applied to the output of a
fully-connected layer, where the output of the last GRU
cell, i.e. whose input is xl, are transformed from a 200
dimensional vector to a 5 dimensional vector. In order to
make our comparison to the average-complexity approach
as fair as possible, we reused the above model. However,
rather than training it on sequences, it was provided only
with vectors of average-complexities, i.e. the roll-out of the
model consist of only one GRU cell.

3.3 Training
As a loss function, cross entropy was used.

L = −
5󰁛

i=1

yi log(ŷi)

where [y1, y2, . . . , y5] is the label of the sequence and
[ŷ1, ŷ2, . . . , ŷ5] is the prediction of the model.

The mini-batch size was set to 100. For optimization,
we compared Nesterov accelerated gradient (NAG), Adadelta
and RMSprop and finally decided on NAG with a learning
rate of η = 0.01 and γ = 0.9, for which we achieved the
lowest error rate of our model.

3.4 Results and Discussion
Before turning to the results of the classification experi-
ment, we first present the results of the CoCoGen anal-
ysis to illustrate the variation in text complexity both at
the level of individual text and at the level of text gen-
res. Note that for this illustration we used the scaled
CoCoGen output with 100 scaled windows. Figure 4
visualizes the progression of complexity within a single
text from the genre of academic writing for two selected
measures of complexity (corrected type–token–ratio and
Dependent Clauses per T − Unit ).
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Figure 4 Progression of complexity within a single text from
the genre of academic writing for two measures of complexity
(corrected type–token–ratio and Dependent Clauses per T −
Unit )
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As shown in Figure 4, complexity is not evenly distributed
within a text but progresses through a sequence of peaks and
troughs for both CMs. Furthermore, Figure 4 suggest that
there is an interaction between the two measures such that
higher complexity in CTTR in the beginning of the text (win-
dows 1-30) appears to be compensated for by lower complex-
ity in DClperTUnit, whereas the reverse is true for a middle
part of the text (windows 40-60).

To determine to what extent text complexity varies among
the genres and to see if there are tendencies for genre-specific
complexity contours, we aggregated the complexity scores of
all text from a given genre at each of the 100 scaled window
positions. Figure 6 presents an overview of the resulting av-
erage complexity contours for the five genre compared across
all CMs.

Figure 6 shows that academic writing is the most
complex of the five genres investigated in this study
with respect to the majority of CMs (19 out of 32
CMs). It is particularly more complex with re-
gard to the CMs Complex Nominal per Clause,
Coordinate Phrases per Clause and
Noun Phrase Post − modifications per Clause,
but not with regard to Dependent Clauses per T − Unit
or V erb Phrases per T − Unit. Complexity scores of
these latter two CMs are highest in spoken conversation.
These results are consistent with findings reported in cor-
pus based studies demonstrating that academic writing is
characterized by a ‘compressed’ discourse style with phrasal
(non- clausal) modifiers embedded in noun phrases, whereas
spoken discourse is more structurally elaborated with mul-
tiple levels of clausal embedding [Biber and Gray, 2010;
Biber et al., 2011]. Figure 6 furthermore demonstrates that,
while the averaged contours are less ‘wiggly’ than those of
individual texts, they are typically not uniform and often
nonlinear. For example, for some CMs and genres, e.g.
Coordinate Phrases per Clause in academic writing, the
distribution is U-shaped, such that the beginning and end of
a text are much more complex on average than its middle
part. Overall, this pattern of results strongly suggest that
the complexity scores are not randomly distributed across
the texts of a given genre. We now turn to the results our
classification experiment. Classification results of previous
studies on text genre identification range from relatively
low accuracy of 52% to 80% range, with results above 90%
reported in some cases, depending on the number and type
of genres being considered, size and difficulty of data, etc.
(see, e.g [Kessler et al., 1997; Dewdney et al., 2001;
Dell’Orletta et al., 2013; Passonneau et al., 2014;
Yogatama et al., 2017]).The performance of our RNN
classifiers over 60 training epochs is presented in Figure 5.
Figure 5 indicates that the sequence-based RNN displays
consistently lower error rates than the average-based RNN:
The average-based RNN reached a maximal performance
of 91.2% at epoch 16 with an mean performance of 90%
accuracy in the surrounding epochs (epochs 10-20). After
that performance starts to decrease indicating overfitting.
The sequence-based RNN reached a maximal accuracy of
92.8% after 10 epochs and converged on an robust average
performance 91.5% after around 30 epochs. These results

suggest the utility of the sequence information for the task of
genre identification.
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0 20 40 60
Training epoch of RNN

Er
ro

r r
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cl mean seq

Figure 5 Performance of our RNN classifiers over 60 training
epochs

3.5 Conclusion
The main goal of the paper was to showcase a novel approach
to the use of linguistic complexity features for purposes of au-
tomatic text classification. Using the task of text genre classi-
fication as a test case, we showed that both individual texts as
well as text genres are characterized by considerable variation
in within-text complexity as captured by ‘complexity con-
tours’, i.e. series of measurements generated by CoCoGen
that implements a sliding-window technique. The results of
a 5-class text genre classification experiment demonstrated
that the inclusion of these contours further increased the high
performance ( 90%) of a GRU-RNN classifier trained on text
average complexity scores. In future studies we intend to ex-
plore the utility of our approach to other tasks of text classifi-
cation.
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Wiechmann, and Stella Neumann. Cocogen-complexity
contour generator: Automatic assessment of linguistic
complexity using a sliding-window technique. In Pro-
ceedings of the Workshop on Computational Linguistics
for Linguistic Complexity (CL4LC), pages 23–31, 2016.
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