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Abstract

Spiking Neural Networks (SNNGs), as the third gen-
eration of neural networks, have gained promi-
nence for their biological plausibility and compu-
tational efficiency, especially in processing diverse
datasets. The integration of attention mechanisms,
inspired by advancements in neural network ar-
chitectures, has led to the development of Spik-
ing Transformers. These have shown promise in
enhancing SNNs’ capabilities, particularly in the
realms of both static and neuromorphic datasets.
Despite their progress, a discernible gap exists in
these systems, specifically in the Spiking Self At-
tention (SSA) mechanism’s effectiveness in lever-
aging the temporal processing potential of SNNs.
To address this, we introduce the Temporal In-
teraction Module (TIM), a novel, convolution-
based enhancement designed to augment the tem-
poral data processing abilities within SNN architec-
tures. TIM’s integration into existing SNN frame-
works is seamless and efficient, requiring minimal
additional parameters while significantly boost-
ing their temporal information handling capabili-
ties. Through rigorous experimentation, TIM has
demonstrated its effectiveness in exploiting tempo-
ral information, leading to state-of-the-art perfor-
mance across various neuromorphic datasets. The
code is available at https://github.com/BrainCog-
X/Brain-Cog/tree/main/examples/TIM.

1 Introduction

Spiking neural networks (SNNs), representing a novel
paradigm in the evolution of artificial neural networks
(ANNps), derive their foundational principles from the intrica-
cies of biological neural systems, with a particular focus on
dynamic and temporal processing capabilities [Maass, 1997;
Zeng et al., 2023]. The event-driven mechanism inherent
in SNNs markedly amplifies their energy efficiency, while
simultaneously fostering improved interoperability with a
broad range of neuromorphic hardware [Roy et al., 2019;
Wei et al., 2024]. These networks have emerged as a pivotal
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tool within the domain of cognitive and intelligent systems
research.

In the development of SNNs, researchers initially bor-
rowed structures from biological neural systems but found
challenges in scaling these structures for large networks
and diverse tasks [Cheng et al., 2020; Zhao et al., 2020;
Dong et al., 2023]. To overcome these limitations, well-
established designs from the deep learning domain, like
ResNet and VGGNet, were introduced to improve flexibility
and applicability [Sengupta ef al., 2019; Fang er al., 2021a;
Shen et al., 2022al. In addition, the Transformer architec-
ture, known for its excellent parallel processing and ability
to handle long-distance dependencies, has become prominent
in various domains [Vaswani er al., 2017; Dosovitskiy et al.,
2021]. Tts self-attention mechanism offers unmatched flexi-
bility and efficiency in handling sequential data. Currently,
there’s growing interest in combining SNNs with Transform-
ers, using the biological realism and energy efficiency of
SNNs alongside the powerful data processing of Transform-
ers, opening up new prospects for simulating complex cogni-
tive functions [Zhou et al., 2022; Li et al., 2022al.

The rapid advancement of event-based cameras has her-
alded a new era in the realms of image sensing and com-
puter vision [Gallego et al., 2020; Zheng et al., 2023;
Zhou et al., 2023b; Rebecq et al., 2019; Gehrig et al., 2019].
Diverging from traditional imaging, event streams store infor-
mation in the form of events rather than pixels. This approach
not only preserves the temporal aspects of images to a certain
extent but also reduces the resources required for image pro-
cessing. Consequently, event streams are regarded as a more
biologically congruent, efficient, and promising method for
image storage and processing. The integration of SNNs with
Transformers offers a highly efficient and adaptable strat-
egy for handling event-driven data. Leveraging the biolog-
ical principles underlying SNNs, this combination exhibits
exceptional performance in dynamic and sequential data pro-
cessing. Transformers enhance this synergy with their ca-
pability for efficient parallel processing and precise handling
of long-range dependencies, thereby optimizing the analysis
of complex data. This fusion not only emulates the process-
ing mechanisms of biological neural systems but also signifi-
cantly elevates the efficiency and accuracy of data processing.
Particularly in the processing of event-based camera data, this
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amalgamation, utilizing spike-based event stream storage, ef-
fectively retains temporal information while concurrently re-
ducing resource consumption.

Spikformer [Zhou e al., 2022] represents the first success-
ful integration of the Transformer architecture into the SNN
domain. This model innovatively designs Spiking Self Atten-
tion to implement Transformer attention. In recent studies of
Spiking Transformers, many improvements have been made.
Currently, there are two primary approaches to improving
Spiking Transformers. The first approach involves enhanc-
ing network performance by modifying the attention mecha-
nism (eg. Spikeformer [Li et al., 2022a] and DISTA [Xu et
al., 2023]). The second focuses on leveraging the efficiency
of SNNs to reduce the computational energy consumption of
Transformers (e.g. SPikingformer [Zhou et al., 2023a] and
Spike-diriven Transformer [Yao er al., 2023al). However,
these advancements encounter limitations when applied to
neuromorphic data. The unique dynamics and temporal com-
plexity of neuromorphic datasets, reflecting biological neural
systems, challenge these models. While they enhance net-
work performance in some aspects, they fall short in fully
capturing the nuances of neuromorphic data processing, high-
lighting a need for further specialized adaptations in Spiking
Transformers to effectively manage these specific data char-
acteristics.

In this study, we have developed a Temporal Interaction
Module that can be seamlessly integrated into the attention
matrix computation of a Spiking Transformer. This module
enables the adaptive amalgamation of historical and current
information, thereby effectively capturing the intrinsic dy-
namics of neuromorphic data. Our experiments conducted
across various neuromorphic datasets demonstrate that our
approach achieves the state-of-the-art performance of Spiking
Transformer. In summary, our contributions are as follows:

* Through our analysis, we identified that a primary lim-
itation in current Spiking Transformers is their insuffi-
cient handling of temporal information, chiefly because
the attention matrix is reliant solely on information from
the current moment.

To address this, we have designed a Temporal Interac-
tion Module to adaptively utilizes information from dif-
ferent time steps and functions as a lightweight addition.
It can be integrated with existing attention computation
modules without significantly increasing computational
load.

We conducted experiments on neuromorphic datasets,
including CIFAR10-DVS, NCALTECH101, NCARS,
UCF101-DVS, HMDBS51-DVS and SHD. We demon-
strated the effectiveness and generalization ability of our
method. Our results show that our approach sets a new
benchmark in the Spiking Transformer domain, achiev-
ing better performance across these datasets.

2 Related Work

In this section, we will review and analyze recent research
aimed at enhancing the temporal information processing ca-
pabilities of SNNs and developments in the Spiking Trans-
former field.
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2.1 Advances in SNN Temporal Processing

In terms of enhancing the temporal information processing
ability of SNNs, significant progress has been made by re-
searchers. For instance, [Kim er al., 2023] explored the dy-
namic characteristics of temporal information in SNNs by es-
timating the Fisher information of weights. PLIF [Fang et
al., 2021b] enhanced the integration of information at dif-
ferent time steps in SNNs by introducing a learnable mem-
brane potential constant. IIRSNN [Fang et al., 2020] im-
proved the spatiotemporal information processing capabili-
ties of SNNs through synaptic modeling. [Zhang et al., 2021]
discovered that learning based on spike timing in an event-
driven manner can yield significant improvements in clas-
sification accuracy.TA-SNN [Yao er al., 2021] introduced a
temporal-based attention mechanism, enabling the adaptive
allocation of importance to different time steps. TCJA [Zhu
et al., 2024] incorporates an attention mechanism designed to
assess the significance of pulses in both temporal and spa-
tial dimensions. [Shen er al., 2024] significantly bolstered
the temporal information processing capability of SNNs by
incorporating dendritic nonlinear computations. ETC [Zhao
et al., 2023] introduced Temporal Enhancement Consistency
constraints to enable SNNs to learn from outputs at different
time steps, thereby enhancing performance and reducing la-
tency. BioEvo [Shen et al., 2023] employed a biologically
inspired neural circuit search approach, adaptively coordinat-
ing different circuits to improve the performance of SNNs in
perceptual tasks and reinforcement learning.

2.2 Spiking Transformer

In the Transformer domain, Spikformer [Zhou et al., 2022]
innovatively implemented an attention mechanism called
Spiking Self Attention. This mechanism replaced the tradi-
tional activation function of ANNs with spiking neurons and
omitted the softmax function typically required before calcu-
lating attention [Vaswani et al., 2017], opting instead for di-
rect matrix multiplication. DISTA [Xu et al., 2023] enhanced
the capture of spatiotemporal data by designing new neu-
ronal connections. Spikeformer [Li et al., 2022a] introduced
separate Temporal and Spatial Multi-head Self Attention in
each Transformer block to strengthen data processing capa-
bilities. Spikingformer [Zhou er al., 2023a] achieved greater
efficiency by rearranging the positions of neurons and con-
volutional layers to eliminate float-integer multiplications. In
contrast, the Spike-driven Transformer [Yao et al., 2023a] re-
duced time complexity by altering the order of attention com-
putation and substituting multiplication with addition.

However, despite a series of advancements in the Spiking
Transformer domain, these methods still exhibit performance
shortcomings when processing information such as neuro-
morphic data with strong temporal characteristics. This lim-
itation reveals the current technology’s inadequacies in cap-
turing and processing data with complex temporal dependen-
cies, particularly in analyzing the deep temporal dynamics
and subtle changes within neuromorphic data.



Proceedings of the Thirty-Third International Joint Conference on Artificial Intelligence (IJCAI-24)

Transformer Block With TIM X L

Event Stream SPS

MLP

@ Position Embedding

D Convolution Layer
@ Spike Neuron

D Batch Normalization

:] TIM Stream With TIM Units

SSA With TIM Stream

Figure 1: Comprehensive diagram of Spikformer integrated with Temporal Interaction Module (TIM): Demonstrating TIM’s Plug-and-Play
role within the Spike Self Attention (SSA) Block of the original Spikformer structure.

3 Preliminaries

Currently, the predominant approach in Spiking Transformer
methodologies involves substituting the activation functions
in conventional Transformer architectures with spiking neu-
rons. In this section, we will provide an in-depth analysis of
the limitations encountered during the implementation of this
approach.

3.1 Spiking Neuron

Spiking neurons, serving as the fundamental computational
units of SNNs, exhibit significant differences from conven-
tional ANNs. Their distinctive feature lies in the tempo-
ral accumulation of membrane potential; a spike is emitted
once this potential surpasses the threshold. Within the realm
of SNNs, Leaky Integrate-and-Fire (LIF) neurons are exten-
sively employed due to their optimal balance between com-
putational efficiency and biological plausibility. To facilitate
ease of simulation computations, the discrete formulation of
LIF neurons is used, and the details are shown in Eq. 1.

VI =V 14 S X - VE-1) ()

where 7 is the membrane time constant, V[¢] refers to the
membrane potential of the neurons in the step t. X[t] is the
input in the step ¢.

Following the emission of a spike, the membrane poten-
tial of a spiking neuron is reset to its resting potential Vieger.
For computational convenience, this resting potential is set to
zero. The details of this process are delineated in Eq. 2:

Vi =Vi]-(1-0V[])) 2
wo-f e o

O(x) is the Heaviside function. Vj; is the firing threshold.
To facilitate the application of the backpropagation algo-
rithm for network training, we utilize surrogate gradients as
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an approximation for the gradients of the spike firing func-
tion. This method is implemented as follows:
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In our study, the variable a serves as a hyperparameter, in-
strumental in dictating the configuration of the surrogate gra-
dient’s shape. We have strategically set the value of a to 4.

3.2 Spiking Self Attention Analysis

The primary strength of the Transformer model resides in its
innovative self-attention mechanism. This mechanism facil-
itates a nuanced examination of the relative importance as-
signed to distinct positions within a sequence, consequently
enhancing the model’s capacity for sophisticated informa-
tion processing. Building upon this foundational concept, the
Spikformer model introduces an advancement with the Spike
Self Attention (SSA) mechanism, a development that draws
inspiration from Vaswani et al.’s seminal work [Vaswani et
al., 2017]. The intricacies of this mechanism are delineated
in Eq. 5.
O[t],K[t],V[t] = LIFNode(Xt]) 5
Alf] = QKT VI (

Upon the amalgamation of SSA and LIF, it is deducible that
the conduit of information transmission within the spiking
Transformer architecture is characterized by Eq. 6:

VI = Vi~ 1)+ 1 (Al — (V- 1)

_ (1—%)V[t— 1]+%A[r] (©)

It is apparent that the membrane potential at a given time,
Vt], is principally determined by its previous state V[t — 1]
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Figure 2: (a): Overview of the Temporal Interaction Module: Adaptive Integration of Historical and Current Temporal Data. (b): The upper
part of the figure describes the process of SSA, while the lower part illustrates the process after integrating TIM Stream into SSA.

and the current input A[f]. The operation Q[f]K[t]TV]t] is
chiefly responsible for facilitating the interaction of spatial in-
formation. However, the retention and extraction of temporal
information rely solely on the dynamic changes in the neu-
ronal membrane potential. In the existing spike self-attention
mechanisms, temporal information has not been adequately
considered, a deficiency that significantly limits the spiking
Transformer’s capability in processing time-series informa-
tion.

4 Method

To enhance the temporal information processing capability of
the Spiking Transformer, we have meticulously developed a
plug-in Temporal Interaction Module (TIM). In this section,
we will detail the architecture of TIM and explore its integra-
tion and application within the SSA computation.

4.1 Spikformer Backbone

In our experiments employing the Temporal Interaction Mod-
ule, we have chosen Spikformer [Zhou et al., 2022] as the pri-
mary framework, with its network architecture comprehen-
sively illustrated in Fig. 1. Given TIM’s emphasis on tempo-
ral enhancement within neuromorphic datasets, our inputs are
formatted as Event Streams. We have preserved the key com-
ponents of Spikformer for consistency across our experimen-
tal models. The Event Stream undergoes a transformation
into requisite dimensions through the Spiking Patch Splitting
(SPS) process, utilizing convolutional techniques. Within
the Spiking Self Attention (SSA) module, the TIM Stream
is employed for query operations to facilitate temporal en-
hancement. The Multi-Layer Perceptron (MLP) is structured
with a bi-layered Convolution-Batch Normalization-Leaky
Integrate-and-Fire (Conv-BN-LIF) framework. Finally, the
Classification Head is constituted by a linear layer, aligning
with the model’s output objectives.
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4.2 TIM Unit

The effective preservation, processing, and extraction of tem-
poral features are crucial in handling neuromorphic data. As
demonstrated in Eq. 5, traditional Spiking Transformers con-
struct an attention matrix at each time step. However, this
attention mechanism solely correlates with the current input,
leading to a substantial underutilization of information from
different time steps.

Here, f signifies an operation for extracting historical in-
formation, implemented as a one-dimensional convolution in
this study. Consequently, Q7"™]t] comprises two compo-
nents: the first represents the contribution of historical in-
formation to the current attention, while the second signifies
the direct impact of the current input. The hyperparameter
o facilitates an adaptive balance between the significance of
historical and current information. The specific illustration of
TIM Unit can be found in Fig 2(a).

4.3 TIM Stream

As depicted in Fig. 2(b), this module is integrated into the
computational graph of the attention matrix.

Attention[t] = AT™M[f|K[t)T V1] (7)
= af(Q"™t—1DK["V[i]+ (1 — o) Q1K (1] V1]

Compared to the traditional SSA, our introduction of the
f operation, which employs a one-dimensional convolution,
does not significantly increase the number of parameters. By
incorporating the TIM-built attention matrix, the model is ca-
pable of not only processing information from the current
moment but also of utilizing output information from past
moments, thereby effectively capturing the intrinsic dynam-
ics of time series. This enhancement significantly bolsters
the model’s temporal memory capability and allows it to uti-
lize historical information at each time step. This feature en-
ables the model to dynamically adjust its behavior based on
the characteristics of different tasks and data, thus improving
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computational efficiency and the generalization capacity of
the model.

5 Experiments

To validate the performance of our algorithm, we
conducted comprehensive tests on multiple neuromor-
phic datasets, including DVS-CIFAR10, N-CALTECH101,
NCARS, UCF101-DVS, and HMDB51-DVS. Furthermore,
to highlight the exceptional performance of our algorithm,
we compared it with the current leading SNN models. All
experiments were completed on the BrainCog [Zeng et al.,
2023] platform. In the experiments, we set the batchsize to 16
and used the AdamW optimizer. The total number of train-
ing epochs was set to 500. The initial learning rate was set to
0.005, adjusted with a cosine decay strategy. The time con-
stant (7 value) of the LIF Node was set to 2, and its firing
threshold was set to 1. The simulation step length of the SNN
was set to 10. The default o of the TIM Stream was set to
0.5.

5.1 CIFAR10-DVS

CIFAR10-DVS is an event stream dataset comprising 10,000
images from the CIFAR-10 dataset. These images are
converted into event streams using a bicubic interpolation
method. As outlined in Tab. 1, our algorithm exhibits a sig-
nificant improvement over the prevalent Spiking Transformer
framework. When benchmarked against Spikformer, our TIM
demonstrates enhanced performance, exceeding it by approx-
imately 2.7% under identical configurations. Notably, even
when Spikformer is optimized with a longer time step (Time
Step=16), our algorithm maintains a performance lead of
0.7%. While Spikeformer attains an accuracy of 81.4% in
4 steps, it requires a substantial 9.28 million parameters. To
our knowledge, this achievement marks the most advanced
state-of-the-art (SOTA) result for Spiking Transformer appli-
cations on the CIFAR10-DVS dataset. In comparison with
convolutional structures, the efficacy of TIM is on par with
EventMix [Shen et al., 2022b], which records a similar accu-
racy of 81.45%. However, a striking advantage of our model
is its efficiency: while EventMix operates with an extensive
11.69 million parameters, our TIM model achieves compa-
rable results with a significantly reduced parameter count of
only 2.59 million.

5.2 N-CALTECH101

The N-CALTECH101 dataset, as introduced in [Orchard et
al., 2015], is an innovative adaptation of the classic CAL-
TECHI101 image library, covering 101 diverse categories.
This dataset is notably derived using advanced neuromor-
phic visual sensors. It uniquely offers a time-based visual
event representation of the original static image categories,
effectively capturing the dynamic and temporal nuances in-
herent in each category. In our research, we have compiled
and analyzed several benchmarks from the N-CALTECH101
dataset alongside the results of our Temporal Integration
Model, as summarized in Tab. 1. These benchmarks primar-
ily stem from ANN architectures. However, our SNN model
based TIM exhibits a remarkable performance edge over
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these benchmarks. Despite being compared with the Event
Transformer which is an ANN-based Transformer model, our
SNN-based TIM has achieved comparable performance.

5.3 NCARS

The NCARS dataset, as introduced in [Orchard et al., 2015],
represents a cutting-edge binary classification dataset. It con-
sists of a comprehensive collection of dynamic event streams,
meticulously capturing cars and non-car objects through the
lens of event cameras. These event streams offer a rich, real-
time depiction of visual phenomena, distinguishing them-
selves by their ability to encode temporal information about
moving objects. Our TIM continues to set new benchmarks in
the analysis of the NCARS dataset. It achieves a remarkable
96.5% accuracy, a testament to its robustness and advanced
feature extraction capabilities. This level of performance not
only surpasses the Event Transformer by a notable margin of
1.1% but also maintains a weak lead over EventMix, outper-
forming it by 0.2%. These results underscore the efficacy of
TIM in handling the complex dynamics and temporal varia-
tions inherent in the NCARS dataset.

5.4 UCF101-DVS And HMDB51-DVS

The UCF101-DVS and HMDBS51-DVS datasets represent
neuromorphic adaptations of the well-known UCF101 and
HMDBS51 datasets, respectively. These adaptations trans-
form the original video-based datasets into a neuromorphic
format, creating a rich collection of visual event streams.
The UCF101-DVS encompasses an array of 101 action cat-
egories, while the HMDBS51-DVS includes 51 distinct action
categories. In these datasets, each action category is metic-
ulously converted into dynamic visual event streams using
advanced event cameras, offering a novel perspective on ac-
tion recognition. Our TIM has showcased exceptional perfor-
mance on these challenging datasets. On the HMDBS51-DVS
dataset, TIM achieved a top-1 accuracy of 58.6%, and on the
UCF101-DVS dataset, it reached a top-1 accuracy of 63.8%,
as detailed in Tab. 2.

5.5 SHD

The Spiking Heidelberg Digits (SHD) dataset is an audio-
based classification dataset containing 1000 spoken digits
ranging from zero to nine in both English and German lan-
guages, with a total of 20 classes. Human speech con-
tains more explicit information in the temporal sequence, and
the interdependence and correlation between different time
points in speech are richer than those derived from event
datasets converted from static images. TIM demonstrates
a 1.2% advantage over the baseline model on this dataset,
shown in Tab 2. The results indicates TIM’s capability to
extract intricate temporal features.

6 Discussion
6.1 Ablation Study

To thoroughly validate the effectiveness of our algorithm,
we embarked on comprehensive ablation studies utilizing
the CIFAR10-DVS and N-CALTECHI101 datasets. These
datasets, known for their complexity and diverse visual event
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Method Architecture Steps CIFAR10-DVS N-CALTECH101 NCARS
SALT [Kim and Panda, 2021] VGG-11 20 67.1 55.0 -
Rollout [Kugele et al., 2020] VGG-16 48 66.5 - 94.1
SEW-ResNet [Fang et al., 2021al Wide-7B-Net 20 74.4 - -
ResNet-18 [Shen et al., 2022b] ResNet-18 10 79.2 75.3 95.9
EventMix [Shen et al., 2022b] ResNet-18 10 81.5 79.5 96.3
NDA [Li et al., 2022b] ResNet-19 10 78.0 78.6 87.2
Event Transformer [Li et al., 2022c] Transformer - 71.2 78.9 95.4
RM SNN [Yao er al., 2023b] PLIF-SNN 10 - 77.9 -
VMV-GCN [Xie et al., 2022] VMV-GCN - 69.0 77.8 93.2
Spikformer [Zhou et al., 2022] Spikformer 10/16 78.9/80.9 - -
DISTA [Xu et al., 2023] Spikformer 10 79.1 - -
Spikingformer [Zhou et al., 2023a] Spikformer 10/16 799/81.3 - -
Spike-driven Transformer [Yao et al., 2023a] ~ Spikformer 16 80.0 - -
2D-WT-Haar [Wang et al., 2023] Spikformer 16 81.0 - -
Spikeformer [Li et al., 2022a] Spikeformer 4 81.4 - -
TIM(Ours) Spikformer 10 81.6 79.0 96.5

Table 1: Comparison with other benchmark results on CIFAR10-DVS, N-CALTECH101 and NCARS. The * indicates unknown time steps

from the original studies.

Dataset Model Acc@1(%)
Event Frames + 13D / 3D-ResNet [Bi et al., 2020] 53.5/57.9
P3D-63[Qiu et al., 2017] 534

UCF101-DVS  C3D [Tran et al., 2015] 472
Res-SNN18 + RM [Yao et al., 2023b] 63.5
TIM(Ours) 63.8
C3D [Tran et al., 2015] 41.7
P3D-63 [Qiu et al., 2017] 404

HMDB51-DVS  Res-SNN18 + RM [Yao et al., 2023b] 44.7
Spikepoint [Ren ez al., 2023] 55.6
TIM(Ours) 58.6
Spikformer 85.1

SHD TIM(Ours) 86.3

Table 2: Comparison with other benchmark results on UCF101-DVS, HMDB51-DVS and SHD.

Dataset Model Acc@1(%)
Baseline 78.5

CIFARIO-DVS  p celine + TIM  81.6
Baseline 77.7

N-CALTECHIOL B cline + TIM  79.0

Table 3: Ablation study of the temporal interaction module.

representations, provided an ideal testing ground for assess-
ing the capabilities of our model. As detailed in Tab. 3
and Fig. 3, our model demonstrated substantial performance
enhancements over the established baseline models in both
datasets.

6.2 Temporal Enhancement Validation

To rigorously validate that the performance enhancements ob-
served in the Spiking Transformer are indeed due to its im-
proved temporal processing capabilities, and not merely a
consequence of an increased parameter count, we undertook
a meticulous adjustment of the Temporal Interaction Mod-
ule’s structure. This refinement was crucial in isolating the
impact of temporal capability enhancements from the effects
of parameter augmentation. As detailed in Eq. (8) and (9),
we specifically re-engineered the operational mechanism of
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Figure 3: Temporal enhancement validation of TIM on CIFAR10-
DVS and N-CALTECH101.

the TIM Stream. This modification was aimed at changing
the functional dynamics of the TIM Unit. Instead of allowing
the TIM Unit to engage in interactions across multiple time
steps, which could potentially confound our assessment of its
temporal processing proficiency, we constrained its operation
to the current time step only (which we call local TIM).

Qlt] = LIFNode(TIM(Qlt]])) ®)

Attention[t] = Q[t]KT [1]V [{] ©)
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Dataset Model Acc@1(%)
Baseline+local TIM  78.9

CIFARI0-DVS Baseline + TIM 81.6
Baseline+local TIM  76.6

N-CALTECH101 Baseline + TIM 79.0

Generalization Validation
On Spike-driven Transformer

Efficiency Validation On
Baseline & TIM
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Table 4: Temporal Enhancement Validation on CIFAR10-DVS and
N-CALTECH101 datasets.

alpha 0 02 04 05 06 08
CIFAR10-DVS 78.5 79.8 79.7 80.7 81.6 812
N-CALTECHI101 77.7 785 79.0 785 77.6 78.7

Table 5: The top-1 accuracy of N-CALTECH101 and CIFAR10-
DVS with different alpha values.

As illustrated in Tab. 4, a notable experiment was con-
ducted applying our model to the CIFAR10-DVS and N-
CALTECHI101 datasets. The results were quite revealing:
the model’s accuracy decreased by 2.7% and 2.4% on these
datasets, respectively. This phenomenon strongly indicates
that the improvement in accuracy previously attributed to the
Temporal Interaction Module is primarily a result of its en-
hanced ability to process temporal information, rather than
the increased parameter count. The stability of the param-
eter count during the experiment reinforces this conclusion,
highlighting the intrinsic value of TIM in specifically enhanc-
ing temporal data processing capabilities. The comprehensive
training details are presented in Fig. 3.

We further concentrated on investigating the impact of the
hyperparameter o on the performance of the Temporal In-
tegration Module. This exploration was conducted through
a series of experiments using the CIFAR10-DVS and N-
CALTECHI101 datasets. The top-1 accuracy of TIM on both
datasets with different o values are illustrated in Tab. 5. The
findings from these experiments were quite revealing. We ob-
served that regardless of the specific value, setting & to any
non-zero number consistently resulted in better performance
compared to the baseline scenario where o was set to zero.
This pattern indicates that the introduction of temporal inter-
action in TIM significantly enhances its performance. More
specifically, for the CIFAR10-DVS dataset, the model’s peak
performance, with an accuracy of 81.6%, was achieved when
a was set to 0.6. Similarly, for the N-CALTECH101 dataset,
the optimal performance occurred at an ¢ value of 0.4, reach-
ing a top accuracy of 79.0%. These results highlight an im-
portant aspect of TIM’s functionality. While the model ex-
hibits robustness to a range of & values, fine-tuning this hy-
perparameter allows for more precise optimization relative to
specific datasets. The ability to adjust o effectively tailors the
model to different data distributions, enhancing TIM’s versa-
tility and efficacy in diverse neuromorphic data processing
applications.

6.3 Efficiency and Generalizability Validation

TIM introduces additional operations into the model, re-
sulting in extra computational overhead. To alleviate con-
cerns about TIM’s reduced efficiency, we reduced the training
steps. We found that with 6 steps, TIM achieves the same per-
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Figure 4: Efficiency and Generalizability Validation of TIM on
CIFAR10-DVS.

formance as the baseline does with 10 steps, shown in Fig 4.
This implies that TIM can save approximately 40% of the
time, suggesting that TIM retains the efficiency of SNN.

Furthermore, to validate the generalizability of TIM’s ca-
pabilities to other Spiking Transformers, we conducted ex-
periments on the Spike-driven Transformer as well. Before
computing the Spike Driven Self Attention (SDSA, shown in
Eq. 10) [Yao et al., 2023al, where © refers to element-wise
multiplication while () denotes Hadamard product. We ap-
plied the same procedure to let Q pass through TIM, resulting
in the curve shown in Fig 4.

O[t],K|t],V[t] = LIFNode(X|t])
Alt] = LIFNode(K[t] ©V[t])
Attention|t] = A[t]XQt]

(10)

SDSA achieved a top-1 accuracy of 77% on CIFAR10-DVS
with 10 steps, while SDSA+TIM achieved a top-1 accuracy
of 78.5%. We consider the 1.5% difference to be statisti-
cally significant, indicating that TIM gains traction in SDSA,
demonstrating its ability to generalize across a broader range
of Spiking Transformer architectures.

7 Conclusion

In our research, we conduct a detailed examination of the
current Spiking Transformer models, focusing particularly
on their suboptimal use of temporal information. To ad-
dress this issue, we introduce the Temporal Interaction Mod-
ule (TIM), a groundbreaking, plug-and-play component de-
signed to enhance the Spiking Transformer’s ability to pro-
cess temporal data more effectively. This module, skillfully
constructed using one-dimensional convolutions, is notable
for its minimal parameter count. Our methodology ensures
simplicity in implementation while adhering to the Spik-
ing Transformer’s principles of efficiency and compactness.
Rigorous experimental validations underscore the efficacy of
TIM, revealing its superior performance, especially promi-
nent in neuromorphic dataset applications. TIM not only ex-
cels in these contexts but also establishes new state-of-the-art
benchmarks. Furthermore, Our discussion and ablation study
demonstrate that TIM effectively extracts temporal informa-
tion on complex datasets, leading to improvements in model
performance. Meanwhile, TIM retains the efficiency charac-
teristic of SNNs and the ability to generalize across various
Spiking Transformer architectures.
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