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ABSTRACT
In this work we introduce an interactive machine teaching ap-
proach that teaches a classification task to the learner. Our adaptive
approach - Feature Importance Teaching (FIT) - does not assume
perfect knowledge about the learner, as most machine teaching
approaches do. It chooses, online, which sample to show next, as it
updates the learner’s model based on feedback from the student on
the weights attributed to the features. We present simulated results
where the student has a different prior knowledge from the one
assumed by the teacher. The results have shown that our teaching
approach can mitigate this mismatch and lead to a significantly
faster learning curve than the ones obtained in conditions where
the teacher randomly selects the samples or does not consider this
feedback from the student.
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1 INTRODUCTION
Machine teaching (MT) considers the problem of finding the small-
est set of examples that allows a specific learner to acquire a given
concept, explicitly considering a computational learning algorithm
for the student [5, 7–9]. Since a significant amount of teaching relies
on providing examples, the learning efficiency can be greatly im-
proved if the teacher selects the examples that are more informative
for each particular learner. MT, however, often assumes that the
learner is completely known [2, 4, 6, 7]. This very strong assump-
tion that the teacher has perfect knowledge about the learner is
seldom (if ever) satisfied, particularly in the case where the learner
is human.

In this work we propose considering interactivity in the teach-
ing process as the means to solve this problem. The main research
question addressed in this paper is, thus: how can interactivity be
used in machine teaching systems to improve the learning perfor-
mance of students? To answer this question we contribute with a
novel interactive approach for a machine teaching system - Feature
Importance-based Teaching (FIT) - that teaches classification tasks
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based on feedback from the learner regarding its use of the features
of the data. FIT asks the learner about the feature weights used dur-
ing classification in order to estimate the learner’s prior knowledge,
and then selects the samples that minimize the expected future
error based on a model closer to the real model of the learner.

We tested our teaching approach against two other approaches—
one also interactive [3] and another non-interactive. In the simu-
lations we assumed the student learning model is known by the
teacher but we consider that the prior knowledge is different be-
tween student and teacher. The results obtained show that our
approach teaches faster than the compared approaches.

2 THE FIT APPROACH
The problem addressed regards interactively teaching a classifi-
cation task to one student by providing the smallest number of
samples that guarantees he learns the task, i.e., that he reaches a
small classification error. More formally, a sample is an entry from
a labeled dataset, 𝐷 = {(𝑥1, 𝑦1), ..., (𝑥𝑁 , 𝑦𝑁 )}, where each 𝑥𝑖 is an
𝑀-dimensional feature vector, and 𝑦𝑖 ∈ {1, ...,𝐶} is its correspond-
ing class label. We call teaching set, 𝐷𝑡 , to the set composed by the
teaching samples selected, which is a subset of𝐷 . To accomplish our
goal we propose an interactive system that adaptively selects these
samples based on information asked to the learner about the impor-
tance he attributes to each feature used to classify a given sample.
We refer to this information as the learner feature weights, encoded
as an 𝑀 dimensional vector𝑊𝑙 = [𝑤 𝑓1 ,𝑤 𝑓2 , ...,𝑤 𝑓𝑀 ], where each
𝑤 𝑓𝑖 is the relevance value assigned by the learner to the 𝑖𝑡ℎ feature
when classifying a specific sample. Our goal with this information
is to better model the learner and, therefore, choose samples that
make him learn faster. The interaction process followed by the FIT
teaching system is illustrated in Figure 1.

2.1 Interactively Updating the Learner’s Model
To model the learner we consider two details: his learning model, 𝜃𝑙 ,
and his prior knowledge, 𝑃𝐾𝑙 . However, since we can not assume
perfect knowledge about the learner, the teaching system considers
a learner model 𝜃𝑡 and a prior knowledge 𝑃𝐾𝑡 . The learning model
is assumed to follow a Logistic Regression (LR), thus we define the
learner’s model by a vector of parameters 𝜃𝑡 = [𝑊𝑡 , 𝑏𝑡 ], where
𝑊𝑡 ∈ R𝑑 is his weight vector and 𝑏𝑡 ∈ R is a scalar offset term.

The learner feature weights,𝑊𝑙 , are interactively obtained from
the student, which makes𝑊𝑡 =𝑊𝑙 . This allows us to estimate his
prior knowledge, that we encode in the sample set 𝑃𝐾𝑡 . At each
moment, the vector 𝑃𝐾𝑙 can be seen as summarizing the sample set
that the student has observed up to that moment. It is composed
by the samples the student had seen previously to teaching, 𝑝𝑟𝑒𝐷𝑡
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Figure 1: Diagram illustrating the interaction process in FIT.

(which are interactively inferred using the learner feature weights),
plus the ones showed during teaching, 𝐷𝑡 (adaptively chosen by
the system). To estimate 𝑝𝑟𝑒𝐷𝑡 we follow the approach of Liu et
al. [4] that reconstructs such a training set from the parameter
vector 𝜃𝑡 . To do this we need 𝑛 = 2𝜆 | |𝑊𝑡 | |2

2𝜏𝑚𝑎𝑥
training samples, where

𝑥𝑘 = 𝑥+, 𝑦𝑘 = 1, for all 𝑘 ∈ {1, ..., 𝑛2 } and 𝑥𝑘 = 𝑥−, 𝑦𝑘 = −1, for all
𝑘 ∈ {𝑛2 + 1, ..., 𝑛}. The samples 𝑥+ and 𝑥− are designed satisfying:

𝑥⊤+𝑊𝑡 = 𝑡 − 𝑏𝑡 , 𝑥− = 𝑥+ − 2𝑡𝑊𝑡 | |𝑊𝑡 | |−2, (1)

where the constant 𝑡 is defined by 𝑡 = 𝜏−1 𝜆 | |𝑊𝑡 | |2
𝑛 .

The sample set 𝑝𝑟𝑒𝐷𝑡 can be defined as {𝑥−, 𝑥+}. The prior
knowledge is then 𝑃𝐾𝑡 = 𝑝𝑟𝑒𝐷𝑡 ∪ 𝐷𝑡 .

2.2 Selecting the Teaching Samples
Based on the learner conditional distribution over the teaching set,
𝑃𝑡 (𝑦 |𝑥), we finally select the next sample to show to the student,
𝑥𝑡 , using the Expected Error Reduction algorithm — 𝑆𝑒𝑒𝑟 [3]. 𝑆𝑒𝑒𝑟
chooses the teaching sample which would lead to the greatest
reduction in the future error of the student over the unobserved
samples, 𝐷𝑢 :

𝑥𝑡 = argmin
𝑥𝑝

∑
𝑥𝑖 ,𝑦𝑖 ∈𝐷𝑢

(1 − 𝑃𝑡 +(𝑥𝑝 ,𝑦𝑝 ) (𝑦𝑖 |𝑥𝑖 )) (2)

Here, 𝑃𝑙+(𝑥𝑝 ,𝑦𝑝 ) (𝑦𝑖 |𝑥𝑖 ) is the estimate of the student’s conditional
distribution if he was shown 𝑥𝑝 and would label it correctly after
have seen it.

3 RESULTS
We applied the proposed teaching approach on the problem of
classifying a given food as being nutritious or not by looking at
its labeling information. The data used to teach was taken from
the Portuguese Food Composition Database [1]. To test our ap-
proach we simulated learners whose learning model equals a Lo-
gistic Regression (the same as assumed by the teacher), but with
prior knowledges different between learner and teacher.

We compared our teaching approach against two other, consid-
ering 4 conditions: (1) Random, where the samples are randomly
selected (non-interactive); (2) FIT (our approach), where the system
selects the samples that minimize the expected future error, while
inferring the learner’s prior knowledge through interactivity on his
feature weights vector; (3) FIT_1F, a version of our approach more
appropriate for real human users, where only the most important
feature is asked to the learner (instead of the complete weights
vector); (4) EER, where the system follows the approach proposed
in [3]), with interactivity on the answers level and a different way
of modelling the student that does not attempt to infer its prior
knowledge.

Figure 2: The resulting mean error curves over one hundred
runs across conditions.

The results have shown that our approach outperforms the other
approaches considered, even when the student gives only the most
important feature (Figure 2). All the error curves start in a common
state, but the FIT curves (conditions FIT and FIT_1F) converge
significantly faster. The differences in the error distributions of both
FIT approaches and the other approaches considered are significant
right after 1 sample is shown when tested with a statistical Mann-
Whitney U test. After 5 samples were shown, the FIT curves are
already below a 20% error, while the other two approaches need
around 15 samples to reach a similar error.

4 CONCLUSIONS AND FUTUREWORK
In this paper we propose a novel interactive teaching approach to
teach classification tasks - FIT - that uses the importance attributed
by the student to each feature used to classify a given sample. With
this information it can estimate his prior knowledge and, therefore,
consider a more realistic model for the student, overcoming the
common mismatch between the learner and the teacher’s assump-
tions for him. It then selects better teaching samples that improve
the learning rate, as shown by the results obtained in simulations.
In the future we would like to perform a study with human users
to verify if the results still hold in the real world.
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