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Abstract

The live-QA task involves real user ques-
tions, extracted from the stream of most
recent questions submitted to the Yahoo
Answers (YA) site that has not yet been
answered. There are two tracks in the
live-QA task, general domain, and med-
ical domain. In general domain, unan-
swered questions are taken from six cat-
egories of real-time yahoo question an-
swering feed, and for the medical domain,
they are taken from the consumer health
questions asked in NLM forums. The an-
swers given by the system for both general
and medical tasks are evaluated by human
experts looking into accuracy, readability,
and preciseness. The features of our open-
domain question answering include ques-
tion decomposition, question focus iden-
tification, context identification, answer
retrieval and summarization. The cur-
rent system builds an asynchronous sys-
tem which has a multi-perspective view
of the question being asked by decom-
posing the question into multiple smaller
questions and identifying answers to sub-
questions and summarizing the answers.
Our system performed close to the median
in the live-QA task and ranked second in
the medical sub-task.

1 Introduction

Open domain question answering is a challenging
task and an open problem in the area of Al and
NLP. Our approach to addressing this gap in the
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community involves building an automated sys-
tem that answers an open-domain question using
multiple sources after understanding the question
and the context in which the question is being
asked helps to generate better answers. In the
past, researchers have used domain-specific ex-
pert systems to answer factoid questions. The per-
formance of the systems for such domain-specific
factoid questions is close to that of human ex-
perts. The open-domain real-life questions am-
plify the challenge many folds as natural language
is ambiguous, and constructing the answer re-
quires an elaborate understanding of the question
being asked, expert domain knowledge, as well as
language generation models (Datla et al., 2016).
The questions asked are mostly soliciting feeling
or opinions regarding a certain life event or task
performed.

The open domain real-time question answering
task increases the complexity even further as one
has answered in less than 60 seconds. Addition-
ally, the answers need to be concise as they are
restricted to a limit of 1000 characters. The med-
ical sub-task introduced this year focuses on con-
sumer health question answering received by the
U.S. National Library of Medicine (NLM). The
questions are less noisy compared to the general
domain questions.

2 General Domain Question Answering
Task Description

The Live-QA track first started in TREC 2015.
This year a new sub-task wherein the questions
from the medical domain are asked. The competi-
tion runs for 24 hrs, for the general track questions
being posted on Yahoo Answers site (after some
preliminary cleaning) by the real users are posted
on to the participating team’s servers registered
for the competition. Both the general and medi-



Table 1: Topic categories and no. of sub categories

Topic #sub topics
Arts & Humanities 10
Beauty & Style 5
Health 10
Home & Garden 6
Pets 8
Sports 30
Travel 27

cal tasks run parallel and are identified by header
information provided by the competition organiz-
ers.

! The questions in the general domain are se-
lected from 7 distinct topics shown in Table 1. As
the table indicates, topics for the general domain
questions have several sub-categories. The cate-
gory of a question may overlap with other cate-
gories. For example “Why does Labor back this
kind of behavior?” 1is identified by the user as in
the topic category “Travel” and to the sub-topic
category “Australia”. However, from the ques-
tion, we can understand that it belongs to the cat-
egory “Politics and Government”. Sometimes the
questions belong to multiple categories, and the
user based on his interest/convenience picks only
one topic (Datla et al., 2016).

The questions being asked on Yahoo Answers
website are mostly subjective and describe a hu-
man experience which is often personal and rele-
vant to the topic. The ability for a machine to repli-
cate human understanding of the topic(s) and bi-
ases in a subjective question is challenging. Also,
the fact that these questions can represent multi-
ple events and potential causal relationships fur-
ther complicate the Live-QA task. For example,
the question “My fiance hates my dog. He ig-
nores him and always complains. He started call-
ing him names. Should I be worried?” posted
in the Pets topic shows three parties (me, my fi-
ance, and my dog) with a mix of interpersonal
relationships represented as emotions and actions
“hates my dog”, “ignores him”, “always com-
plains”, “started calling him names”, and “should
I be worried”). The answers given by people for
this question include suggestions on personal rela-
tionships, pet behaviors, and further questions like
“Do you want to stay with the person who is cruel
to animals?” (Datla et al., 2016).

"Yahoo Answers - https://answers.yahoo.com/

As the answers given to the subjective questions
indicate that there is no one correct answer and an-
swers provided by users indicate the different fo-
cus picked while answering the question. To an-
swer such questions, one needs not only to know
about the sentiment and the focus of the question
but also needs to know the interactions between
various facets of the problem. Given these open-
domain questions, the big challenge that we need
to address is how to access huge domain knowl-
edge to answer such questions (Datla et al., 2016).

3 Medical Domain sub-task

In addition to the main question answering task,
a subtask for medical question answering is in-
troduced this year. The questions for this medi-
cal subtask focuses on consumer health question
answering. Consumer health questions received
by the U.S. National Library of Medicine (NLM)
are curated for the competition. The questions are
complex and contain more than one sub-questions.
Sub-questions are defined according to the focus
and the question type. There are 23 question cat-
egories defined. They are diagnosed, information,
complication, symptom, inheritance, prognosis,
treatment, usage, cause, ingredient, contraindica-
tion, storage and disposal, genetic changes, associ-
ation, susceptibility, interaction, tapering, indica-
tion, diagnosis, side effects, organization, dosage,
and prevention. The question type is defined based
on the information being asked by the user. We
have organized the question types into a smaller
set of categories such as information, medication,
diagnosis, treatment, and complication.

For the medical sub-task, we used a slightly dif-
ferent strategy in answering the questions com-
pared to the main task. We used Wikipedia as
our knowledge base and used the structure inside
Wikipedia to identify the page that most likely
contains the answer based on the question asked.

The methodology followed is similar to the pro-
cess followed in (Datla et al., 2017). We used the
structure of Wikipedia to identify the most appro-
priate section that answers the question based on
the classification into 23 categories. For classifica-
tion of the question into 23 categories, we used the
feature extraction algorithm in (Sarker and Gon-
zalez, 2015).

After identifying the type of the question, we
use our in-house medical concept identification to
extract the medical terms such as disease names,



Table 2: Question Fields
Category Topic of the question
Sub-category  sub-topic of the question
Question body description of the question
Question title  actual question posted

medications, clinical symptoms, etc. mentioned in
the context and the question. We use the medi-
cal terms and demographic information extracted
using our tool as an input into the Knowledge
Graph-based clinical diagnosis inference engine
described in detail in (Datla et al., 2017). Based
on the question type we identify the most likely
section in the Wikipedia that holds the answer. If
the question has multiple sub-question types, then
we answer each sub-question at a time in the same
order as given by the user.

4 TREC 2017 Competition

During the TREC competition, a question is
pushed every minute by the track organizers onto
the server registered with the competition. The
question posted on our server is a JSON object
with fields shown in Table 2. The category, sub-
category, and the question-title fields always have
entries, while the other fields can sometimes be
empty.

The questions from the topics shown in Table
1 sometimes relate to current events, and hence
it becomes particularly challenging to address the
questions on personal experiences related to cur-
rent events, pandemics, or ongoing family issues
like marriage, divorce, etc.

The time for answering the question is same for
both general domain and medical sub-task. If, af-
ter 60 seconds there is no response provided by the
server to the competition, then the response is as-
sessed as negative and would be penalized. The
systems are ranked on two metrics 1) success: a
ratio of the aggregated scores of the answers to
the total questions asked in the competition and
2) precision: a ratio of the aggregated scores of
the answers to the total number of the questions
answered by the system.

5 System for General Domain Question
Answering

The components of our system used for general
domain questions is shown in Figure 1. The main

features of our system can be summarized as fol-
lows:

* NLP engine to parse question and context and
normalize the data.

» Evidence curation engine, which identifies
the related sources, metadata based on the
user’s interest. In the current work we
have used Google? and Yahoo® as our data
sources.

e Neural paraphrase identification (Hasan
et al., 2016) to pick the most similar
questions to the target question.

* Keyword extraction engine (Rose et al.,
2010) that normalize the available informa-
tion ranks the evidence and allows for query-
ing to match the given context and evidence
semantically.

* Asynchronous retrieval of candidates for an-
swers for decomposed question and context
pairs.

* Answer generation engine

— Answer focus text identification.

— Answer focus word identification based
on bi-directional attention model (Seo
etal., 2016)

— Answer phrase generation, by having
the components of introduction, answer,
and conclusion.

— Answer alignment concerning the con-
text and decomposed questions

e Answer summarization

We had three different combinations of sources
for three runs submitted for the competition. For
the general domain task, we had Google as our
source for Run-1, Yahoo as a source for Run-2
and Run-3 had no preference, used both Google
and Yahoo and picked the best answer.

For medical sub-task, we followed a slightly
different strategy for answering the questions
compared to the general sub-task. As a knowledge
source, we have used Wikipedia. For every ques-
tion, we decomposed it into several sub-questions.
The most appropriate wiki page is selected based

Zhttp://www.google.com
*https://answers.yahoo.com/
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Figure 1: System Architecture for general domain question answering

on the graph structure of Wikipedia. For exam-
ple, if the focus word is a drug name, then all the
pages that have the drug name are retrieved, and
the page that has the best fit concerning the de-
scription is taken as a candidate source of context
from which the answer is extracted. We used an
internal medical concept identification engine to
capture the medical concepts. We also built a sim-
ple bag-of-words based logistic regression classi-
fier to identify the type of the question and the fo-
cus of the question based on the description given.
For the feature extraction, we have used (Sarker
and Gonzalez, 2015).

After identifying the most appropriate page, we
do a keyword overlap based windowing to iden-
tify the most relevant piece of text that most likely
has the answer. This relevant text is used as in-
put to bi-directional attention model (Seo et al.,
2016) trained on SQUAD dataset (Rajpurkar et al.,
2016). Given a question and context (a body of
text that contains the answer), the model picks the
phrase that answers the question. We heuristically
create the answer by padding the current sentence
which has a word with the sentences above and be-
low it. We also take the first sentence of the intro-
duction of that disease as an introductory sentence
and prefix the above-generated answer. We had
only one system for the medical sub-task. If there

was no answer obtained from using Wikipedia as
our source, we defaulted to the sources which we
have used in general domain.

6 Results and Discussion

Results from our system were evaluated based on
the scoring system shown below:

» avgScore(0-3): The average score over all
questions. This is the main score used to rank
the participating system runs.

* succ@i+: the number of questions with score
i or above (i € {2..4}) divided by the total
number of questions. For example, succ@2+
measures the percent of questions with at
least fair grade answered by the run.

* prec@i+: the number of questions with score
iorabove (i € {2..4}) divided by the number
of questions answered by the system. This
measures the precision of the run, designed
not to penalize non-answered questions.

Table 3 indicates the scores we obtained in the
general domain question answering task. Our
scores are close to the median. Yahoo seemed like
a better knowledge source compared to Google for
generating answers. One reason might be because
questions are taken from Yahoo, and there is more



Table 3: Overall Ranking in General Domain Question Answering

Participant avg S@2 S@3 S@4 P@2 P@3 P@4
ECNU_ICA-EastChinaNormalUniversity 2.001 0.833 0.695 048 0.838 0.7 0.483
ECNU_ICA_2-EastChinaNormalUniversity 1.895 0.794 0.662 0.452 0.813 0.677 0.462
CMU-OAQA-CarnegieMellonUniversity 1.139 0.567 0.387 0.198 0.577 0.393 0.201
run2 0.777 0421 025 0.126 0.482 0.286 0.144
runl 0.706 0395 0.223 0.105 0.487 0.275 0.129
run3 0.613 0357 0.19 0.084 0434 0.231 0.102
ECNU-EastChinaNormalUniversity 0.206 0.14 0.059 0.016 0.141 0.059 0.016
Table 4: Over-ranking in medical sub task
Participant avg S@2 S@3 S@4 P@2 P@3 P4
CMU-OAQA-CarnegieMellonUniversity 0.637 0392 0.265 0.098 0.404 0.273 0.101
runl 049 0265 0.157 0.069 0429 0.254 0.111
run2 0.441 0.275 0.137 0.059 0.394 0.197 0.085
run3 0.431 0.284 0.147 0.059 0.397 0.205 0.082
ECNU_ICA _2-EastChinaNormalUniversity 0.402 0.216 0.127 0.059 0.268 0.159 0.073
CMU-LiveMedQA-CarnegieMellonUniversity 0.353 0.216 0.137 O 0.218 0.139 0
ECNU_ICA-EastChinaNormalUniversity 0.255 0.225 0.147 0.029 0.228 0.149 0.03
ECNU-EastChinaNormalUniversity 0.137 0.216 0.088 0.01 0.216 0.088 0.01

overlap with the kind of topics discussed. The
answer generation is dependent on the source of
information and questions which are longer and
have multiple sub-questions were hard to answer.
Google* search did not help much with the cap-
ture of candidate answers for the emotional and
subjective questions.

Table 4 indicates the scores obtained for the
medical sub-task. We used Wikipedia as our
knowledge source, and as results show, Wikipedia
has excellent coverage of medical concepts and
diseases. Even though we have used only one sys-
tem for medical subtask, the variability of the re-
sults is because of the default sources of knowl-
edge used to answer general domain were tapped
when the answer is not present in Wikipedia.

7 Conclusion

The performance of our open domain real-time
question answering system is close to the median
score of all runs in the competition. Not surpris-
ingly, Yahoo answers website as our knowledge
source performed well for general domain com-
pared to the other knowledge sources we have
used for other runs. For the medical sub-task,
our system performed second-best among the runs
in the competition. All the runs for the medical

*Google- https://google.com/

sub-task had scores greater than the median score
across all the runs in the competition. In the next
steps, we would like to explore models for ques-
tion understanding and emotional answer genera-
tion.
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