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Abstract
As abduction is getting more attention in the world of ontologies, multiple abduction solvers for descrip-
tion logics (DL) have been developed. So far, however, there was no attempt for a unified API that would
facilitate the integration of different DL abduction solvers in an application, in the way e.g. the OWL
API does it for deductive OWL reasoning systems. In order to fill this gap, we abstract the common
functionalities of different DL abduction solvers and introduce the DL Abduction API.
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1. Introduction

Abduction, stemming from the ideas of Peirce [1], is a reasoning task to provide hypotheti-
cal explanations of why some observations of a modelled phenomenon are not supported by
deductive entailments of a knowledge model of the phenomenon. Specifically in DL, given a
knowledge base𝒦 and an observation in form of a set of axioms 𝒪 s.t.𝒦 ̸⊧ 𝒪, we are looking for
explanations in form of sets of axioms ℰ that one can add to 𝒦 to support 𝒪, that is, for which
𝒦 ∪ ℰ ⊧ 𝒪 [2]. For example, consider a knowledge base 𝒦:

Mother ⊔ Father ⊑ Parent

Parent ⊑ Happy

Person(Jack), Parent(Jill)

We may explain the observation 𝒪1 = {Happy(jack)} by any of the following explanations:
ℰ1 = {Mother(jack)}, ℰ2 = {Father(jack)}, ℰ3 = {Parent(jack)}.

Depending on the type of axioms which are allowed in 𝒪, and for which we are looking in ℰ,
we distinguish ABox abduction (as in our example above) which looks for explanations on the
data level, i.e. providing explanations as ABox axioms [3, 4, 5, 6].

In turn, TBox abduction looks for explanations on the conceptual level, i.e. providing explana-
tions as TBox axioms [7, 8, 9]. Assume again 𝒦 as above, then 𝒪2 = {Mother ⊑ Person} may
be explained by ℰ4 = {Parent ⊑ Person}.
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More generally, knowledge base abduction is not constrained to ABox or TBox axioms [10,
2]. For instance, 𝒪1 may also be explained w.r.t. 𝒦 by ℰ5 = {loves(jack, jill),Parent ⊑
Person, ∃loves.Person ⊑ Happy}.

The definition of abduction outlined above provides the basic semantic framework for estab-
lishing what is an explanation of a given problem. On the other hand, if one does not further
constrain possible explanations, there may be too many. In fact, due to the monotonicity of
standard DL, if there is one explanation, then there are already infinitely many in the general
sense. Explanations are therefore often constrained to be minimal. This may be either consid-
ered in a syntactic sense (subset minimal), e.g. all ℰ1–3 are subset minimal explanations of 𝒪1
while on the other hand ℰ6 = {{Parent(jack), {Person(jack)} is not, as ℰ3 ⊊ ℰ6 is smaller.

Or in a more refined semantic sense where only semantically weakest1 explanations are
considered [2], e.g. out ofℰ1–3, onlyℰ3 is semantically minimal, as𝒦∪ℰ1 ⊧ ℰ3 and𝒦∪ℰ2 ⊧ ℰ3,
but not the other way around.
Other relevant constraints which are almost always assumed are consistency (𝒦 ∪ ℰ is

consistent), relevance (ℰ ̸⊧ 𝒪), and explanatoriness (𝒦 ̸⊧ 𝒪). However, depending on the
application, different additional constraints may be useful, e.g. solipsisticity (ℰ only contains
individuals from 𝒪). All explanations illustrated above are consistent, relevant and explanatory,
and all but ℰ5 are also solipsistic. For more details refer to Elsenbroich et al. [2].

Another way how to constrain the explanations – and thus the search space for the abduction
reasoner – is by constraining the set of expressions that could possibly become explanations.
This is done by specifying the abducibles. Here, abducibles may either refer to a restricted set
of axioms of which the explanation has to be a subset [12, 13], or to a restricted signature of
individual, concept and role names [14, 4], in which case there is still an unbounded set of axioms
that can be used in an explanation. Indeed, given a particular application, the user may only be
interested in explanations involving a certain specific set of concepts, roles or individuals. If
such constraints are known beforehand, it may significantly improve the reasoner’s running
time, but they can also impact the computational complexity of abduction negatively [4].

Abduction inDL has a number of interesting applications, e.g. ontology debugging and support
for test-driven ontology development [15], manufacturing control [16], medical diagnosis [17],
multimedia interpretation [11], ontology repair [9] and explaining missing entailments [18, 14,
13].

A number of DL abduction solvers have been developed, including the works of Du et al.
[12], Del-Pinto and Schmidt [19, 20], Pukancová and Homola [21], and Homola et al. [22], and
Koopmann et al. [10]. Each of the solvers provides its own interface to the user (most often a
command-line interface).
To our best knowledge, there was no attempt so far to specify a unified API interface, that

could be used to integrate one of the solvers into an application that needs to use abductive
reasoning – much in the fashion of how the popular OWL API [23] covers this task for deductive
reasoning.

We propose the DL Abduction API with the aim to fill this gap. Similarly to the OWL API, it
is implemented in Java. Once an abduction solver implements the API, any Java application
can easily integrate it to compute answers for abduction problems over ontologies. The API

1Depending on the application, in some cases semantically strongest explanations may be preferred [11].



encapsulates the most common abduction inputs such as the input ontology, observations and
abducibles, and includes switches for other common options. As most of the inputs and outputs
are in fact OWL ontologies, axioms, and symbols, the OWL API is used for their handling,
conveniently for developers already acquainted with it.

2. Abduction Solvers

A DL abduction solver needs to process inputs and provide outputs. We have analyzed several
stand-alone solvers (mainly AAA [21], MHS-MXP [22, 24], and LETHE [10, 4]), and herein we
summarize their main common characteristics:

Input ontology: Also called background knowledge, this is usually specified as a set of DL
axioms in form of an OWL ontology.

Observations: Some solvers support observations that are single axioms [20, 7], while others
support observations that consist of several axioms [21, 10].

Abducibles: The simplest approach is to specify abducibles by giving a set of abducible axioms.
Hypotheses are then generated by picking appropriate subsets of the given set of abducible
axioms [24]. In contrast, in signature-based abduction, abducibles are provided in form
of a set of concept and role names, so that hypotheses are required to only use those
abducible names provided, but can combine those names to build respective axioms
[21, 24], including possibly complex ones [10] in arbitrary ways. Finally, approaches
like [21, 24] allow to give further constraints on the shape of the axioms in addition to
the signature restriction, for example by allowing loops in role assertions, allowing only
concept names rather than complex concepts, or only allowing concepts of the form 𝐴
and ¬𝐴 for an atomic concept 𝐴.

Outputs: Each abduction solver computes one or several solutions, called hypotheses or
explanations, which usually consist of a single axiom or a set of axioms. For some
approaches, the space of solutions is potentially infinite, or can at least get very large [4],
and the computation of solutions can potentially take a long time.

In addition to these, even if the proposed API is very broad in trying to incorporate all possible
features, there might always be some additional internal settings and debug outputs and it
might be desired to allow these to be handled by the API in a solver specific format. Thus, an
API for DL abduction needs to address the following challenges:

• find a uniform way of representing abducibles, while supporting the different types of
abducibles each solver may support;

• not only specify abducibles by means of axiom sets or signatures, but also allow to give
specific restrictions on the syntactic shape;

• be flexible regarding the shape of axioms allowed in observations and explanations: in
TBox abduction, those are restricted to be TBox axioms; in ABox abduction, they have to
be ABox axioms, and finally, in KB abduction, there is no restriction at all;

• deal with potentially long computation times;
• deal with potentially large to infinite solution sets.



3. DL Abduction API

We implemented the proposed DL Abduction API in Java using OWL API [23]. A UML
class diagram of the central classes and interfaces is shown in Figure 1. In order to sup-
port the API with their abduction library, developers have to implement the interfaces
AbductionManager , AbducibleContainer and AbductionManagerAndAbducibleContainerFactory .
The AbductionManager handles the main abduction process: here one specifies background
knowledge, the observation and abducibles, and starts the abduction process. Since the compu-
tation of hypotheses can take time, it is possible to use the abductionmanager in an asynchronous
manner. For this, the user registers an abduction Monitor , which receives the hypotheses from
the abduction manager once they are computed. For the abducibles, we offer a range of set-
tings restricting the shape of axioms that can be used in the explanation. This is managed by
AbducibleContainer , which stores information about abducible axioms, abducible signatures,
and additional properties on the shape of axioms. To deal with the different types of axioms
that are allowed in the abducibles, explanations and hypotheses, we use generic types, which
allow to parametrize the type for instance to only allow for TBox axioms as explanations and
observations.

In the following, we illustrate the usage of the API step-by-step, where for simplicity, we do
not showcase the use of generics.

3.1. Basic Initialization

To instantiate AbductionManager and AbducibleContainer , the user uses the interface
AbductionManagerAndAbducibleContainerFactory as implemented by the respective abduction
library. The initialization is as follows:

Abduc t ionManagerAndAbduc ib l eConta inerFac tory a bdu c t i o n F a c t o r y
= new Abduc t ionManagerAndAbduc ib l eConta inerFac to ry Impl ( ) ;

Abduct ionManager abduct ionManager
= a bdu c t i o n F a c t o r y . c rea teAbduc t ionManager ( ) ;

Abduc i b l eCon t a i n e r a b du c i b l eCon t a i n e r
= a bdu c t i o n F a c t o r y . c r e a t eAbdu c i b l eCon t a i n e r ( ) ;

abduct ionManager . s e tAbdu c i b l e s ( a b du c i b l eCon t a i n e r ) ;

We then use the AbductionManager instance to configure the background ontology w.r.t. which
we will perform the abduction task. The ontology is initialized and loaded via OWL API via an
OWLOntologyManager instance and it is loaded from an IRI.

OWLOntologyManager man = OWLManager . createOWLOntologyManager ( ) ;
I R I bgOIRI = I R I . c r e a t e ( ” h t t p : / / example . org / on to logy ” ) ;
OWLOntology bgOntology = man . l oadOnto logy ( bgOIRI ) ;

abduct ionManager . se tBackgroundKnowledge ( bgOntology ) ;

We also use the AbductionManager instance to specify the observation. Most abduction
reasoners accept observations in the form of a single axiom (which we will treat a singleton
set) or set of axioms. Observations consisting of several axioms may not be supported and also
not all possible forms of axioms may be accepted by the given reasoner. If the user supplies an
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RuntimeException

«interface» 
RuntimeException

CommonException

+ serialVersionUID: long

+ CommonException(String, Exception) 
+ CommonException(String) 

Extends

«interface» 
Runnable

AxiomAbducibleException 

+ AxiomAbducibleException()

<<Interface>> 
AbductionManagerAndAbducibleContainerFactory 
<ABDUCTION_MANAGER, ABDUCIBLE_CONTAINER> 

+ createAbducibleContainer():  ABDUCIBLE_CONTAINER 
+ createAbductionManager():      ABDUCTION_MANAGER

Monitor<EXPLANATION_TYPE>

+ explanations: List<EXPLANATION_TYPE>

+ Monitor()
+ addNewExplanation(EXPLANATION_TYPE):      void
+ getNextExplanation():         EXPLANATION_TYPE
+ getExplanations():      List<EXPLANATION_TYPE>

AxiomObservationException

+ AxiomObservationException(Exception) 
+ AxiomObservationException(String) 

AxiomAbducibleSymbolExceptionException 

+ AxiomAbducibleSymbolException(Exception) 
+ AxiomAbducibleSymbolException(String) 

AxiomAbducibleAssertionExceptionException 

+ AxiomAbducibleAssertionException(Exception) 
+ AxiomAbducibleAssertionException(String) 

MultiObservationExceptionException 

+ MultiObservationException()

Extends

Extends

Extends

Extends

Extends

ThreadVersionException 

+ ThreadVersionException()

<<Interface>> 
AbductionManager

 + monitor: Monitor 

+ run():                                     void
+ getMonitor():                           Monitor 
+ setAbducibles(ABDUCIBLES):                 void
+ setObservation(OBSERVATION_TYPE):          void 
+ setObservation(Set<OBSERVATION_TYPE>):     void 
+ getObservation():            <OBSERVATION_TYPE>
+ getExplanations():        Set<OBSERVATION_TYPE>
+ getExplanationsIncrementally():            void 
+ getOutputAdditionalInfo():               String
+ setAdditionalSolverSettings(String):       void
+ setBackgroundKnowledge(BCKGRNDKNW_TYPE):   void
+ getBackgroundKnowledge():     <BCKGRNDKNW_TYPE> 
+ sendExplanation(EXPLANATION_TYPE):         void
+ getAbducibles():                     ABDUCIBLES 

<<Interface>> 
AbducibleContainer 

 + allowLoops(Boolean):                      void 
 + allowRoleAssertions(Boolean):             void
 + allowConceptAssertions(Boolean):          void 
 + allowComplexConcepts(Boolean):            void
 + allowConceptComplement(Boolean):          void 
 + areLoopsEnabled():                     boolean 
 + areRoleAssertionsEnabled():            boolean 
 + areConceptAssertionsEnabled():         boolean 
 + areConceptComplementsEnabled():        boolean 
 + addSymbol(SYMBOL_ABDUCIBLE):              void 
 + addSymbols(Collection<SYMBOL_ABDUCIBLE>): void

Figure 1: Class diagram of DL Abduction API highlighting central methods; type parameters for
AbductionManager and AbducibleContainer omitted

observation that is not supported, the abduction manager will throw MultiObservationException
or AxiomObservationException respectively.

I R I obsOIRI = I R I . c r e a t e ( ” h t t p : / / example . org / o b s e r v a t i o n s ” ) ;
OWLOntology obsOnto logy = man . l oadOnto logy ( obsOIRI ) ;
Set <OWLOntology> obsOnto logySe t = new HashSet < >( ) ;



obsOnto logySe t . . add ( obsOnto logy ) ;
t r y {

abduct ionManager . s e tOb s e r v a t i o n ( obsOnto logySe t ) ;
} c a t ch ( CommonException ex ) {

throw new CommonException ( ” S o l v e r e x c ep t i on : ” , ex ) ;
}

3.2. Configuring Abducibles

Abducibles are vital to constrain the solution space. They can be specified in multiple ways. The
first option is to specify possible symbols from which possible explanations may be constructed
(in which case we are essentially performing signature-based abduction). For this we initialize
an instance of and OWLDataFactory . Consecutively the abducibleContainer is configured by
adding all these OWL API entity representations.

OWLDataFactory d f = o . getOWLOntologyManager ( ) . getOWLDataFactory ( ) ;

OWLIndividual i n d J a c k = d f . getOWLNamedIndividual ( bgOIRI +”# j a c k ” ) ;
OWLIndividual i n d J i l l = d f . getOWLNamedIndividual ( bgOIRI +”# j i l l ” ) ;
OWLClass c l s P a r e n t = d f . getOWLClass ( bgOIRI +”# Pa r en t ” ) ;
OWLObjectProperty oprHasChi ld = d f . getOWLObjectProperty ( bgOIRI +”#

ha sCh i l d ” ) ;

t r y {
a b du c i b l eCon t a i n e r . addSymbol ( i n d J a c k ) ;
a b du c i b l eCon t a i n e r . addSymbol ( i n d J i l l ) ;
a b du c i b l eCon t a i n e r . addSymbol ( c l s P a r e n t ) ;
a b du c i b l eCon t a i n e r . addSymbol ( oprHasChi ld ) ;

} c a t ch ( CommonException ex ) {
throw new CommonException ( ” S o l v e r e x c ep t i on : ” , ex ) ;

}

Alternatively, we allow passing of abducible symbols via an ontology that contains declara-
tions of all abducible symbols.

OWLOntology abdSymbo lL i s t =
man . loadOntologyFromOntologyDocument ( new F i l e ( ” abd−symbols . owl ” ) ) ;

t r y {
a b du c i b l eCon t a i n e r . addSymbols ( abdSymbo lL i s t ) ;

} c a t ch ( CommonException ex ) {
throw new CommonException ( ” S o l v e r e x c ep t i on : ” , ex ) ;

}

The addSymbol and addSymbols methods may throw an AxiomAbducibleSymbolException in
case the passed symbols are not supported by the respective abduction solver.
In addition to specifying the signature, AbducibleContainerImpl features a number of

Boolean switches to control the shape of the axioms in a solution. allowConceptAssertions
and allowRoleAssertions respectively allow or disallow axioms in the hypotheses that are



concept or role assertions. If concept assertions are allowed, allowConceptComplement and
allowComplexConcepts can be used to determine whether only concept names, negated concept
names, or also complex concepts are allowed. With role assertions enabled, allowLoops may be
used to toggle reflexive role assertions (loops).
Alternatively to the option above (i.e. to specify abducible symbols, possibly supplemented

by constraints on the generated axioms), users may also directly specify the set of abducible
axioms. Both approaches are mutually exclusive: if one tries to specify abducible symbols
and abducible axioms, the API will throw an exception. Similarly it is not possible to specify
abducible axioms and additional constraints on their shape (as constraints only apply to axioms
generated from abducible symbols).
An example of the latter option (i.e. abducible axioms) follows:

OWLIndividual i n d J a c k = d f . getOWLNamedIndividual ( bgOIRI +”# j a c k ” ) ;
OWLClass c l s P e r s o n = d f . getOWLClass ( bgOIRI +”# Person ” ) ;
OWLClass c l s P a r e n t = d f . getOWLClass ( bgOIRI +”# Pa r en t ” ) ;
OWLObjectComplementOf c l sC1 = d f . getOWLObjectComplementOf ( c l s P a r e n t ) ;
OWLOb jec t In t e r s e c t i onOf c l sC2

= d f . g e tOWLOb j e c t I n t e r s e c t i onOf ( c l s P e r s on , c l sC1 ) ;

t r y {
a b du c i b l eCon t a i n e r . a ddAs s e r t i on (

d f . getOWLClassAssert ionAxiom ( c l s P e r s on , i n d J a c k ) ) ;
a b du c i b l eCon t a i n e r . a ddAs s e r t i on (

d f . getOWLClassAssert ionAxiom ( c l s P a r e n t , i n d J a c k ) ) ;
a b du c i b l eCon t a i n e r . a ddAs s e r t i on (

d f . getOWLClassAssert ionAxiom ( c l sC1 , i n d J a c k ) ) ;
a b du c i b l eCon t a i n e r . a ddAs s e r t i on (

d f . getOWLClassAssert ionAxiom ( c l sC2 , i n d J a c k ) ) ;

} c a t ch ( CommonException ex ) {
throw new CommonException ( ” S o l v e r e x c ep t i on : ” , ex ) ;

}

Similarly as for the abducible signatures, it is possible to add several assertions at once by
providing an OWLOntology object. Then, all axioms of that ontology are added.

OWLOntology abdAxiomLis t =
man . loadOntologyFromOntologyDocument ( new F i l e ( ” abd−axioms . owl ” ) ) ;

t r y {
a b du c i b l eCon t a i n e r . a d dAs s e r t i o n s ( abdAxiomLis t ) ;

} c a t ch ( CommonException ex ) {
throw new CommonException ( ” S o l v e r e x c ep t i on : ” , ex ) ;

}

Depending on the solver implementation, if e.g. an unsupported abducible axiom is passed
then AxiomAbducibleAssertionException is thrown.



3.3. Internal Solver Settings

Different solvers may have additional specific functionalities which are not covered by our API.
While this being the case it may still be useful to pass control parameters into the solver. We
include a method to pass such information as a single string in a format prescribed by the given
solver:

abduct ionManager . s e t A d d i t i o n a l S o l v e r S e t t i n g s ( ” i n t e r n a l S e t t i n g s ” ) ;

3.4. Running the Solver

Once everything is configured, users can run the solver and compute explanations, for which
we again support different methods. If the number of solutions is finite, the following method
can be used to compute all explanations:

Set < Exp l ana t i on > e x p l a n a t i o n s = abduct ionManager . g e t E x p l a n a t i o n s ( ) ;

If one only requires single explanation, i.e. one that is found first, this can be computed as
follows:

Exp l ana t i on e xp l a n a t i o n = abduct ionManager . g e t E xp l a n a t i o n ( ) ;

The solvers may output additional information associated with the explanations (debug logs,
etc.). This is also accessible via the API as follows:

S t r i n g l og = abduct ionManager . g e tOu t p u tAdd i t i o n a l I n f o ( ) ;

The search for all abductive explanations is computationally hard, and the implementation
of the solver may in fact find some explanations early on, while it may take much longer to
completely search through the whole search space. In order to make the explanations accessible
on-the-fly, as soon as they are computed DL Abduction API implements a multi-threaded version
based on the monitor design pattern. The respective UML sequential diagram in printed in
Fig. 2.
First the monitor that handles the communication is obtained from the abductionManager

instance:

moni tor = abduct ionManager . ge tMon i to r ( ) ;

Then, in order to process the explanations as they are obtained, we initialize a second thread
in which we iteratively query the monitor for new explanations:

Thread c t = new Thread ( ) {
p u b l i c vo id run ( ) {

wh i l e ( t r u e ) {
s ynch ron i z ed ( moni tor ) {

t r y {
moni tor . wa i t ( ) ;
Ob j e c t e x p l a n a t i o n = moni tor . g e tNex tExp l an a t i on ( ) ;
i f ( e x p l a n a t i o n == nu l l ) {

moni tor . n o t i f y ( ) ;
b reak ;

}



/ / p r o c e s s the e x p l a n a t i o n as needed

moni tor . n o t i f y ( ) ;
} c a t ch ( I n t e r r u p t e d E x c e p t i o n e ) {

e . p r i n t S t a c kT r a c e ( ) ;
}

}
}

}
} ;

c t . s t a r t ( ) ;

start()

: app
thread 1

: AbductionManager
thread 2

solve()

: solver: Monitor

sendExplanation()
addNewExplanation(explanation)

notify()

start()

addExplanation

getNextExplanation()

return newExplanation

notify()

ap
pl

ic
at

oi
n

show newExplanation

loop

[newExplanation != null]

return  
List of explanations

sendExplanation(null)
addNewExplanation(null)

notify()
getNextExplanation()

return newExplanation

computing 
newExplanation

opt

[solver is terminated]

Figure 2: UML sequential diagram for on-the-fly explanation access

Then abduction is called by the method getExplanationsIncrementally and a new the com-
putation is started in a new thread in the abductionManager:

abduct ionManager . g e t E x p l a n a t i o n s I n c r emen t a l l y ( ) ;

Once the solver’s search for new explanations is over, the monitor.getNextExplanation() call
returns null and the processing loop will break.



4. Implementation in MHS-MXP Solver

The DL Abduction API has been implemented into MHS-MXP [22, 24] which is an ABox
abduction reasoner. The API functionality integrated includes all main abduction inputs:
passing the background ontology, the observation (including a set of axioms), and abducibles.
Signature-based abducibles are supported by passing symbols (individuals and concepts),

and the switch to allow or disallow negated concept assertions in explanations is implemented
too. Axiom-based abducibles are also supported. (These two options are exclusive.) A depth-
limitation for the MHS-tree and a time out can be passed as internal settings.
The solver may be run via both the non-threaded and threaded version of the API. If the

solver is extended in the future to support role explanations and abducibles, also this part of the
API implementation is already prepared.

5. Conclusions and Future Work

Based on our analysis of several ABox abduction solvers, we have proposed DL Abduction
API, a Java API that may be implemented by DL abduction solvers in order to facilitate their
integration into applications.
Our API allows to pass the most relevant inputs, including the background ontology, ob-

servations, and abducibles, and it features settings to toggle the most common options. Any
additional specific options can be also passed in a format required specific to a given solver.
The inputs and outputs such as ontologies, axioms, or symbols are passed using OWL API

[23] constructs as much as possible to facilitate the implementation for developers who are
likely already acquainted with OWL API due to its popularity in the DL community.
As abduction is computationally demanding and explanations are found by exploring the

given search space, our API includes a mechanism of incremental reporting of the found
explanations that is based on the monitor design pattern.

The API is available as source code and as a jar file2. It has been already integrated into the
latest version3 of the experimental reasoner MHS-MXP [24]. Its integration into the LETHE
reasoner [10, 4] is currently ongoing.
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