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Abstract
This paper describes a term extraction method that uses a
novel measure to determine the representativeness (i.e.,
informativeness or domain-specificity) of a term. This
measure is defined by normalizing the distance between
the word distribution of the documents containing the
query term and the word distribution of the whole corpus.
The measure can compare the representativeness of two
terms whose occurrence frequencies largely differ, and
has a naturally defined threshold of determining whether
a term is representative. We combined the measure with
grammatical filters and extracted terms from abstracts of
artificial intelligence papers with high precision.
keywords: representativeness, term extraction,
stop-word list

1. Background

In information retrieval, the number of retrieved
documents is often too large for a user to grasp the
contents of the documents. It is therefore helpful to have
an overview of the representative words in the
documents for refining or expanding the query. To
achieve this, one of the authors has been developing an
information retrieval (IR) system called DualNAVI,
which has a navigation window for displaying a
viewgraph of representative words in the retrieved
documents (Niwa 1997). Although the viewgraph has
turned out to be quite helpful, it still has room for
improvement.

Figure 1 shows an example viewgraph for the query "
-~ 3 —(electric money)" (with a financial paper
Nikkei Shinbun 1996 as the corpus). The words to be
displayed are basically selected by #f-idf (Salton et al.
1973), and they are arranged in order of frequency
(words with higher frequencies appear in the upper part
of the viewgraph).

One problem with DualNAVI is that uninformative
words often appear in the window. We used a stop-word
list to suppress uninformative words (such as extremely
common verbs or numerals), which greatly improved the
appearance of the viewgraph (but , for instance, "_-(on)"
still appears in the graph though it is not very important
as a keyword). However, construction of the stop-word

list has been quite ad hoc and unsystematic. We defined
the most frequently appearing words (for example, the
top 2000 words) as the stop-words and added the words
that had certain parts of speech (such as particles or
auxiliary verbs) to them. Another problem is that the
representativeness  (informativeness or  domain-
specificity) of a word is not highlighted enough. For
instance, "M% 5 {b."(encryption) should be highlighted
more than less representative words such as "FiAr & 5
"(read). To resolve these problems, we developed a new
way of measuring the representativeness of a term (a
word or a word sequence) that can be used to construct
the stop-word list.
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Figure 1

A view graph when the query is
"H#5 7~ % — (electric money)".

Section 2 reviews existing methods for measuring
representativeness and points out their shortcomings.
Section 3 introduces our measure for representativeness
of terms. Section 4 describes a term extraction method
which combines grammatical filters with the
representative measure. Section 5 shows the qualitative
and quantitative results of the term extraction method,
and Section 6 concludes this paper.



2. Existing measures

2.1 Overview

Various methods have been proposed for measuring the
"informativeness" or "domain-specificity" of a word in
the domains of IR and term extraction. This section
reviews the measures described in a survey paper on
automatic term extraction (Kageura 1997). Kageura
introduced the notions of unithood and termhood, which
together characterize a term. Unithood is "the degree of
strength or stability of syntagmatic combinations or
collocations," and termhood is "the degree that a
linguistic unit is related to (or more straightforwardly,
represents)  domain-specific  concepts." Kageura's
termhood is therefore very closely related to
representativeness in this paper.

Tf-idf, the most commonly used measure for
termhood, is defined by combining word frequency
within a document and word occurrence over a whole
corpus as follows:

fiw, dyx log( N("’"‘Q

where N(w) and N,,,,, stand for the number of documents
containing word w and the total number of documents,
respectively. Although the definition of #f~idf has a
number of variations, its basic feature is that a word
appearing more frequently in fewer documents is
assigned a larger value.

If the categories of the documents are known, we can
apply a more sophisticated measure for termhood that is
based on the x *-test against the hypothesis that an
occurrence of the target word is independent from the
categories.

Research on automatic term extraction has been done
in the domain of natural language processing (NLP), and
several measures have been proposed for term weighting
in term extraction. For example, mutual information
(Church et al. 1990) and log likelihood (Cohen 1995)
have been used to select word bigrams, and other
measures have treated n-grams (Kita et al. 1994, Frantzi
et al. 1994, Nakagawa et al. 1998).

2.2 Problems

Existing weighting measures have the
problems:

following

(1) Classical measures such as if-idf turned out to be
ineffective. Without the ad-hoc stop-word list, the
topic word graph of DualNAVI has quite a few non-
informative words

(2) The methods for comparing cross-category word
distributions (such as the x 2 method) can
only be applied to a categorized document set.

(3) Most measures in NLP domains cannot be applied

to single word terms.
(4) The threshold value for being important/

unimportant is often defined in an ad-hoc manner.
The next section gives a measure which is free from
these problems.

3. A new representativeness

measure

To begin with, let us restate the definition of
representativeness from our standpoint. Since our
purpose is to select terms for a navigation window,
"representative” terms are informative terms that provide
an overview of topics in the retrieved documents.
Frequent but uninformative words and domain-specific
but rare words are not our target.

3.1 Basic idea
Our basic idea can be summarized by the following
famous quote (Firth 1957):

"You shall know a word by the company it keeps."

Let us give a straightforward mathematical interpretation
of this phrase.

To begin with, let us introduce some basic notations:

W: aterm, i.e., a word or a word sequence.

D(W): the set of all documents containing .

D,: the set of all documents.

P,y: word distribution in D(W).

P, : word distribution in D,.

We define Rep(W) (the representativeness of W) that is
based on Dist{P,,, P,}, the distance of two distributions
{Ppw, P,}. Normalization of the distance will be
discussed in the next subsection.

There are several methods for measuring the distance
between two distributions. They include log-likelihood
ratio (LLR), Kullback-Leibler divergence,
probability, and the vector-space or cosign method. We

transition

tried all four measures, but will discuss here only LLR,
which gave the most stable results. Dist{P,;,, P,} is
defined by using LLR as follows:

Dist(Ppgyy, Py) = Z kilog 7 (W) ~> klog

i=1 i=1
W,} is the set of all words, and £; and K are
in D(W) and D,

#D0

where {W,...,
the frequencies of a word w,
respectively.

The sample words displayed in Figure 2, which were
randomly chosen from the Nikkei-Shinbun 1996,
correspond to coordinates (#D(W), Dist{Ppu), P.}),
where W denotes a word, and #D(W) denotes the number
of words contained in D(W). The figure shows that



Dist{Pppy 7oy Loy is smaller than Dist{Ppuymusayys
P,}, which reflects our linguistic intuition. Similarly,
Dist{Pppsrxitis 5 minayy Loy 15 smaller than Dist{Ppu v 1,
(aumys Po} as expected’.

However, as can be seen from the graph, Dist{P,,
P,} increases as #D(W) increases, which means that
direct comparison of Dist{Pyy,, Py} and Dist{Pp.,
P,} is inappropriate when #D(W,) and #D(W,) are
considerably different. Consequently, Dist{Pp 7 oy
P,} is roughly equal to Dist{Ppus v 1aumyy» Po}> Which is
therefore need a kind of

quite unnatural. We

normalization.

3.3 Normalization of the distance

As stated above, direct comparison of Dist{Ppy;, Py}
and Dist{P,, P,} is problematic when two terms W,
and W, have very different frequencies. Therefore, we
studied the basic behavior of Dist{P., P,}, that is, the
behavior of Dist{P,, P,} when D is a randomly selected
document set. The points marked by crosses in Figure 2
are (#D, Dist{P,, P,})s where D varies over sets of
randomly selected document sets of various sizes. This
figure indicates the existence of an underlying smooth
curve, which we call a baseline curve. Its function is
denoted as Bp(*).
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Figure 2
Baseline and sample word distribution

* . .
“Aum” is the name of a rekigeous cult.

From the definition of the distance, It is trivial
that B,,(0) = By, (#D,) = 0. Note that (0, 0) is shared by
every Bp,(*), while (#D,, 0) depends on an arbitrarily
given D,. In our experiments, the behavior of B, (*) is
very stable and does not change very much around the
origin when the size of D, is varied. B,,(*) can be well
approximated by a simple power function B*p(*). In
I={x|1000 = x<20,000},
B*,,(x) can be very closely approximated by a power

particular, in the interval

function for various sizes of D, (from 2,000 documents
to 300,000 documents).

Therefore, when #D(W) belongs to /, it is natural that
Rep(W) be defined as the normalization of Dist{P g,
Py} by B¥*p(*) as

Rep(W) = Dist{Py,, Py}/B*p(#D(W)).

In each of the experiments we conducted, the average of
Dist{P,, P,}/B*,,(#D), Avr, was within 1.00(%0.01) and
the standard deviation, o , was about 0.05. Every
observed value fell within Avr = 4 o, which means
that B*,,(#D) approximated Dist{P,, P,} very well for
randomly chosen documents. What is important here is
that we can naturally define the threshold of a term being
representative as, say, Avr +4 o (= 1.2).

3.4 Treatment of very frequent terms and
very rare terms
So far we have been unable to treat extremely frequent
terms such as "9~ % "(do). To resolve this problem, we
used random sampling to calculate the Rep(W) of a
very frequent term W. If the number of documents in
D(W) is larger than a threshold value N, which is
calculated from the average number of words that a
document contain, N documents are randomly chosen
from D(W). This subset is denoted by D(W) and
Rep(W) is defined by Dist{Ppyy,, Po}/B*Dy#D(W)).
This method is advantageous not only because it uses
the interval I, but also because it speeds up the
calculation of Rep(W).

The left-most value of the interval /I roughly
corresponds to the number of words in three or four
documents, and in the period P= {x |0 = x <1000},
B*py.y has a tendency to overestimate Bp,.,. However,
we simply used the B*j., for a term W with #D(W) <
1,000 because underestimating the weight of rare
terms was harmless to our purpose.

3.5 Features of Rep(*)
Rep(W) has the following favorable features:
(1) Its definition is mathematically simple and
clear.
(2) It can compare high-frequency terms with low-
frequency terms.



(3) The threshold value of being representative can
be naturally defined.

(4) It can be applied to n-gram terms for any n.
The essential difference between the new measure and
existing ones is that it treats the context of a target
term in a sense as well as the distribution of the target
term itself.

Results of the experiments on discrimination of
informative/un-informative terms using Rep(*) will be
reported elsewhere (Hisamitsu et al. 1999).

4. Description of term extraction
method

This section describes the method for term extraction
which combines our measure of representativeness
and a set of grammatical filters.

4.1 Standpoint

The measure for representativeness was originally
developed to pick out representative (informative or
domain-specific) terms from a large number of
retrieved documents so that a user can have an
overview of the contents of the retrieved results. To
solve the two problems stated in Section 1, the
measure mainly aims at eliminating very frequent but
un-informative words, and finding medium-frequency
core words, which represent a sizable but tractable
number of documents.

Rare words (which appear in only a few
documents) are passable but not the original targets of
our term extraction. In DualNAVI, we are not planning
to apply apply our measure to less frequent (frequency
3 or under) words in order that rare but characteristic
words are not eliminated. Those words can be
displayed in the navigation window, where words are
classified into five classes according to frequency, and
a part of words in each class are picked out to be
displayed (Niwa 1997).

4.2 NLP techniques

* Morphological analyzer

Because we conducted word-based term extraction,
we used a Japanese morphological analysis (JMA)
program called ANIMA to segment untagged corpora
(1870 AI abstracts and NACSIS J-collection). The
program has been described in detail (Sakurai et al.
1999).

* Grammatical filters

We mainly treated one-word and two-word terms for
simplicity. After the JMA program analyzed the
articles in the Al abstracts, a set of grammatical filters
scanned every word and every adjacent word pair in
the JMA output to eliminate obviously inappropriate
ones. For instance, the filter eliminated the following
inappropriate words or word pairs:

(i) functional words (particles),

(i1) two-word sequences that contained no nouns,

(ii1) two-word sequences whose first word was a
functional word other than a nominal prefix, and

(iv) two-word sequences whose second word was a
functional word other than a nominal suffix.

4.3 Selection by statistical measures

We prepared term-article matrices, which recorded
which article contained which term how many times
for all one-word and two-word term candidates. The
matrices were used to calculate the
representativeness of each term. The terms whose
representativeness value were larger than 1.2 were
selected.

4.4 Treatment of multi-word terms

Every surviving two-word term candidate was
examined as to whether it actually independently
appeared in an article or only as a part of a longer
word sequence. In the latter case, we discarded the
two-word term and extracted three-word term
candidates which independently appeared and
contained the two-word term candidate, and calculated
their representativeness values. The criteria stated in
4.3 was applied to pick out three-word term
candidates.

5. Results

5.1 Quantitative evaluation

We omit detailed discussion of the quantitative
evaluation of the method described in Section 4
because it is already described in the "Candidate-
evaluation" and "N-common evaluation" provided by
NACSIS Workshop TMREC Group. We only briefly
mention the results.

We could choose both the Al abstracts and the
whole J-collection as the whole corpus D,. It has
turned out that using a larger corpus (J-collection)
resulted in better performance in terms of recall (see
the results of the method "b" in Fig. 3 of the TMREC
evaluation), and using smaller one resulted in lower
recall and higher precision (see the results of the
method "a" in Fig. 3 of the TMREC evaluation). The
effect of using a tagged corpus was slight (see the
results of the method "f" in Fig. 3 of the TMREC
evaluation).

What important is that the method seems to
perform well in picking out core terms with high
precision, while it eliminates highly frequent un-
informative terms and has a tendency to neglect lower
frequent terms.

5.2 Some qualitative results
To investigate the nature of our representative



measure, we compared the top-100 two-word terms™
of several statistical measures. We only compared
two-word terms because the major portion of
extracted terms were two-word terms, and we wanted
to observe the effect of log likelihood ratio (LLR)
(Dunning 1994) and mutual information (MI)
(Church et al. 1990), which are frequently used
measures for word bigrams. We also used #f-idf and
frequency for comparison. Note that Rep(*), tf~idf, and
frequency can be applied to word n-gram terms for
any n.

Table 1, 2, 3, 4, 5, and 6 show the top-100 two-
word terms extracted by using frequency, #f~idf, MI,
LLR, Rep(*), and a combination of LLR and Rep(*)
(first sort by LLR, and then eliminate un-informative
terms by Rep(*)) respectively. Here #f-idf is defined as
follows so that it can be used to calculate a specificity
value of a term against a whole corpus:

N total
N(w)

y=idfiW) =y T(w) xlog(5 <)
where T(W) is the total frequency of the term ¥ in the
whole corpus.

As expected, mutual information worked very
poorly because it overestimated low frequency terms.
Frequency and #f~idf worked quite well, partly because
it is natural to expect that important words would be
used relatively often. Discarding frequently occurring
unimportant words is therefore important.

In our experiments, 23, 14, 13, and 4 frequently
occurring unimportant words*™* appeared in the top
100 words, when frequency, #-idf, LLR, and Rep(*)
were used for the extraction respectively. In the case
of mutual information, there were no frequently
occurring unimportant words, instead all words were
too rare or too specific to be representative terms.

Table 5 contains several economical terms because
the Al abstracts contained an exceptional abstract and
Rep(*) sensitively picked out terms from it. However,
they may seem to be irrelevant in the Al domain. To
make the order more intuitively natural, we combined
Rep(+) with LLR: first sorted terms by LLR and then
eliminated inappropriate terms with Rep(+). Table 6
shows the result, which seems to be better than both
LLR and Rep(*).

In general, Rep(*) is able to extract representative
terms effectively when the corpus consists of similar-
sized and similar-styled documents. It is very effective
for discarding highly frequent unimportant terms.
Thus Rep(*) is suitable for constructing stop-word
lists.

** The number of words is based on the output of our morphological
analyzer, which contains segmentation errors.

*** words such as < AF3(this paper)”

Table 1
Top-100 terms when frequency is used.
Ak 594 iy 73 HIRF 55 g i 39
EWF 496 MEEFVIZ | FHTAT)X | R 37
R B R 445 HMEEN] 72 455 SIEEBIET 36
AEI 420 CAIVAT & | R—RHEFHSS [ HEEH 36
AHFSE 390 71 SEMEHERR 54 B E R 36
HE) 243 TAEHE 70 B bE 2T 54 —F 36
HEAN—R 229 |GRHETar 7L | [HEMES4 Hiak A 35
FEVAT 4 69 L E 50 HaEE T 35
213 K 69 AL 49 H# 34
Ai%htE 166 EAAL 68 FXEHEAE 47 R 34
R AT L 142 |EHEIRYIC 68 BOr ik 47 LA RER] 34
aEFE 133 Hidm s AT 463 | HBVER 46 Rk B 34
HaRTETS 127 55 63 F YRS 46 I 33
BFIH 100 REX 62 BEBEYE 44 HIFENR— A X
GA 99 HEH R 61 FIHE 44 5433
AKFFE T HE AT L 6] | FRHM 4 XA 32
BHR—295 |FH AT L 60 |HFHFRL 44 #5432
B2 90 A 59 EBHER 44 HRFT 32
1RSSR 89 NI EIBE 59 w44 Bt 32
HEATLRT |-V 22 M | BEAEEE 44 R 32
HUE 85 59 HESCRRAT 43 MH L A5 L 31
FEAEE 83 At X 58 f#FE 43 HYE 30
FEHE 78 SiEA 58 AT I 42 75 e R 30
E#Eft 77 SRy 58 =Ry 41 tah ERIRE A5 30
Tl kE 76 A7y ME [ FEEE 4 HBRRIRAE 29
EFILALT6 1) 58 5L 39 ISR 29
JaMFEE 75 ER 57
FWEE S5
Table 2
Top-100 terms when tf-idfis used.
FHE 49 HE A 70 7Yz Mg | AR 20
Rk 445 KL 69 1] 58 HEAF 36
M~ —-2 229 |HEEFLVT2 [Tt AT 59
HIBY 243 EAtE 78 R & axat 44 PEMBNER 37
GA 99 IR 55 R 23 —F& 36
IRARHES 89 CAlYAFa |8EtmiE 42 EE 32
TV AT A 71 BEEE T 35 BEh4 K 46
213 =T 28 FETNVITY X | FHE 44
REAR 62 Y 41 455 mEaIazy
AT 127 KFEHE 9T HEiEfL 49 1 24
BERME 76 HEIEH 72 ~N—2HEE SS |ERHS 28
BHN—-Z95 | HIHFTL 44 B:R 63 W 2s
ik 133 SBALEEE 50 S0 58 SEXTFN 26
HBFIH 100 I—Vxr b | FEHM#E 4 ERE 20
Kt 85 59 TN —TEE 08 | RGBT 39
EIZH 90 B 47 5 XCHEAT 43 FEE 41
KU RAF L4142 | A% 59 AxEHARE 47 Ak 28
AHFZE 390 hy 73 N LHIEE 59 TEHALH 39
JEMEE 75 7ML 76 FB VAT L 60 |y 27
HEAXT LT |KHEF AT L 61 |HKREESS B —1k 26
AR 61 w54 IS ik 25 ZERF 26
BEAELES 83 BLREESHT 54 BEBkIE 44 % IEARER 34
ARG 420 B4R 54 =L 44 I—Y x> bl
it 77 sk > AT 4063 | HENAYIZ 68 B 23
WO YT L | EMEN ST FE R4 30 72K 24
69 AR SHE 58 FERE 46 FOE R 36
B 166 1By 58 1R 43 frp Il 1 30




Table 3
Top-100 terms when MI is used.

Table 5
Top-100 terms when Rep(*) is used.

I 1 MG a1 Y — 1 HHL FEH 496 R He4EqR 89 stk 1 TR B
FEiERE 1 NBEHT 1 HHREI Wit 1 GA 99 BHNR—R 95 |HhAIRY 1 Hr %€ 3
%1 EB 1 HEIFEEEE 1 WATHE 1 E{LZH 90 TR AT L HE AT L | HHS— X
PN CHUEES BEZR L AR IR | SEG R 2 AT 213 B4 EAES3
BT — FAK | 4B L BTFaoF FEATRASE 2 BREME 76 #EBIRE 1 A
v 4 v fEUEIA2 AT 1 Fim 1 2 Hofk3 BMEIR 37 FeBR R e 1 MM 1
BEIERE 1 HEMHE 1 X1 BEE 2 HEan 7 RECAT LS | R 7 L EIRE
FEg7—71 AR Vil REME | HIXER 1 Bk 7 ZIEXNSH 34 KR 1 1
WL 1 =HHAT 1 IVhAE L KEAF & | HEL3 BEoER7 HEE 1 G JEET AR 1
RS =R¥Yi 1 ENZ VN KBRFHIT | L¥E3 HEKERIE 15 fERRDEE 1 B 7Tl 85 1
BHigha 1 HERET 1 F—EAEE L | HERE 1 Z=Zimik 2 ERGE T REGXK | e HA 3
Fi 1 41 F—ArFUT [$ERLERI HREL T 54 XHRE H 24 HALY 1 M |
wBYALF L |2 7 1 WEE | BATHIR 4 Wi LR 2 ERL | TAIIMI
WBEEMS BRFRER | BALEED 1 UG THETHS 1 WO T L | MR 445 ESk (g} = — Z Bl 1
RYFEE | KNI b & &7 Zamik 1 69 ey 243 SER 1 XAl
HAIEE 1 BIBERK 14 FHE9 FEFFIG AT 1 EFEATEE 83 —REEZRF 16 |HEdk# o=kt
whs 4754 |l | A MEESF 1 it B AR 4 FFIH 100 i | MEEFNT2
s BIAE 1 ohAE| SEE2 EREYE 8 HERL R 23 L% 1 ZINE 23
e 56 1 ERY V8 EPhb7 > b1 FHEW|? HAERET0 SRR 20 FEFEBEEL A2 3
KIRAFIL 1 FECKEVEE | | FEE O 1 1 I—Vrr M (FBETLTIX |BREE 1 B3k 20
it 7 1 AEL 1 e & EA 2 AR %23 255 SEER EERS
NGB8k 1 EM LR FKERK 1 BE 1 SRR 6 CAI AT & | LU0 2 FEM 36
NEH 1 fHa—t—1 ek 1 185F 1 I-Yxzr W |71 EBLE 1 FE 2R 30
KIESKE 1 TR ERSR 1 A= #iir 2 59 KRR 54 BEKE | ExEHE R 47
AVREER 1 WRRK 1 FHFI AN | EEL2 ARl A 9 KL 69 AR 1 Ty 7
FERIER 1 HESE M 2 REE1 &iEft 77 N— R S5 | HRATADE 1 77V 1 B 12
HEE BEEI WEET AT 487 | BT E 1 AT 1
Table 4 Table 6
Top-100 terms when LLR is used. Top-100 terms when LLR and Rep(-) are combined.
= T EYTT I - FEE 496 HFIFEIE 44 HFER 14 Rz 11
IR e PR, |EmRcE . |ReEn HIER s | BT 44 S 32 2R 21
Mgk s |@mHTOr54 |SE0mss | TREH 24 g 243 MEEL AT L 87 |XMREE 24 |EEER 1L
AT 420 69 = EAL 44 27Ty X Hizk~_—2Z 229 |:i%EtE 78 FBETA T X | HERIREE 15
A M7 390 A 55 AR 37 L 55 AL 166 HBICHRAT 43 £S5 AT A 12
It 243 s se  |sEttR 57 B CALRE 24 KL AT L [—FE36 Bt 47 TR L
ik~ — 2 229 |15 63 #3528 a3 IoY=v ME |BEtRss B 14
B 166 A X5 4142 | A®BE 59 AR 100 59 ) FFAfE 17 BEdE 9 )
FRY AT L JRAFEE 75 BEW 36 et ’FEEJ‘FIU 72 ET&?&E@% 54 fﬁuf‘)%ﬁ: 32 E] B:]’;’ff?;é‘ 16
13 H R E 54 Ne2dEmss | pErEE ss ﬁ/@\i’%’iﬁ 76 HEEFV T2 | KEL-LAT i}%%ifi 26
ﬁ*”)ﬂ 100 =g ?ﬁ(ﬁt‘/l‘i‘i\ 61 f%ﬁiﬁ?ﬁf 32 77‘&%1\ 62 Eﬁﬂ"%"g 50 v 15 EEF&$& 11
HEER 72 HH 27 IR AR 34 f@?—bx 95 :IJEM 28 IE{j&ltsz;t i} FRNEEN
& e 5 EeTe = HIFE 59 B% 26 —REFEFT 16 10
Sguer |xfEo Gebiger Ay 124 90 BEXIEM 3 |#B X746 | FELE 4
HH~N—2 95 |3EL 27 4 87 | Sems 27 7433 RS 89 JERI S8 H B3k 20 T ITHEH9
S 127 et g S 46 wIE 16 iﬁ{lﬂ% 69 %—Eg%g 58 FoIERIE 30 =A< R
AT HkE 59 HESC BT 43 A7 25 ATHRAL 28 Bl 77 BHDIR 37 2 23 s
JBES) 90 —F# 36 BRm 4 | HEIL49 HAKIGESS | #EEE 28 REDU 22 F— LA 12
7Yz Mg |T-vz> b |BEBRIe |HABGE 20 By 73 Foam e o |EEEEes o XHER 2
] 58 59 b 47 LB 39 & F’Eé’;é%’l 70 ~N—ZHfEEH 55 BRI 20 Wl%flf?f} 7
waw s |Etemss  [mEmgls |moxtn wA7wy7 s BB 27 etk 36 B 2
SR 69 HEbIc 68 |EBER 4 |EEEN 2 o GO Kb E Rl
78177 HEEFV T2 | A 20 JEART 22 s 55 GA 9 27 AR 20
HifLlt: 85 LR S0 427 23 R — A ELRLES I 54 XFH 27 LYz b | EHA LS
EEME S |Zm s T S KT DAY B 63 TRMM s 23 |14
WAz 133 A% 26 HER 14 B 1k 26 TR 54 Ak 20 CATY AT 4 [dHGHA 11
XL 68 FIAIEN 34 Beble 43 HiAEdEss  |EEA 1 L

REEFREE 34




6. Conclusion

Our term extraction method uses grammatical filters
and a novel measure for the representativeness of a
term . The basic idea of the measure is that the bias
of the word distribution within the documents
containing W when compared with the background
word distribution reflects the representativeness of W.
The bias is measured by the normalized distance
between the two distributions.

This measure has several advantages: (1) its
definition is mathematically simple and clear, (2) it
can naturally compare high-frequency terms with low-
frequency terms, (3) the threshold value of being
representative can be naturally defined, and (4) it can
be applied to n-gram terms for any .

Experiments show that this method is capable of
picking out core terms with high precision. It
eliminates highly frequent un-informative terms.

We plan to apply this measure to IR domain tasks
such as construction of a stop-word list for indexing,
and weighting terms in document-similarity
calculation. A quantitative evaluation will also be
conducted.
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