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Abst rac t 

We address the problem of answering queries in 
circumscription and related nonmonotonic for­
malisms. The answering process we describe 
uses resolution-based theorem provers recently 
developed for circumscription. In a way analo­
gous to query answering techniques in classical 
predicate logic, the process extracts informa­
tion from a proof of the query. Circumscriptive 
theorem provers consist of two processes, gener­
ating explanations for the theorem to be proved 
and showing that these explanations cannot be 
refuted. In general, many explanations com­
pete in supporting the theorem. We show that 
queries can be answered by finding certain com­
binations of explanations, and present results 
to search the space of explanations while car­
rying out significant pruning on this space. The 
results are relevant to other nonmonotonic for­
malisms having explanation-based proof proce­
dures. 

1 In t roduc t i on 

For the first-order predicate logic, techniques devel­
oped by Green [l969a] are the basis for query-answering 
systems extensively used in deductive databases, logic 
programming and synthesis problems such as plan­
ning. These techniques rely on resolution-based theo­
rem provers that attempt to prove the query while keep­
ing track of the information generated during the proof 
Theorem provers can decide whether a query follows 
from a given theory, and thus answer questions such 
as "Is there a coffee cup?"; the corresponding query-
answering procedure computes the instance for which 
the query holds and can provide answers to questions 
such as "Where is the coffee cup?". 

This paper addresses the query answering problem for 
logic databases augmented with a circumscription axiom 
[McCarthy, 1986] and related nonmonotonic formalisms. 
As in the first-order case, the answering procedure we 
present extracts information from a proof of the query. 
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We build on existing proof procedures for circumscrip­
tion that have recently been developed [Przymusinski, 
1989; Ginsberg, 1989; Inoue and Helft, 1990]. 

While existing theorem provers for circumscription 
can correctly answer whether or not a formula follows 
from a circumscription, Green's techniques, although 
necessary, are not sufficient to provide answer extrac-
tion. The reason is the following. Circumscriptive theo-
rem provers are based on finding explanations, or argu-
ments, for the theorem to be proved, and showing that 
these explanations cannot be refuted. In general, many 
explanations compete in supporting the theorem, and a 
certain combination of these has to be found. We show 
that to an informative answer corresponds a particular 
combination of explanations, and present a procedure to 
find these combinations, together with results to search 
this space and carry out significant pruning. 

Although we focus on circumscription, the results we 
present obviously apply to its restrictions, as for exam-
ple logic databases using different types of closed-world 
assumptions, and similar default reasoning systems hav­
ing expIanation- based proof theories [Geffner, 1990; 
Poole, 1989], 

The next section is a summary of results concerning 
circumscription and its theorem provers. Section 3 illus­
trates the problem through an example, and Section 4 
provides the main results on extracting answers from a 
proof. 

2 Background 

This section gives a very brief survey on circumscription 
and its proof procedures. Additional background can be 
found in [McCarthy, 1986; Lifschitz, 1985]. 

2.1 C i r c u m s c r i p t i o n 

The circumscription of a first-order theory T is its aug­
mentation wi th a second-order axiom CIRC(T; P:Z), 
where P and Z denote sets of predicate symbols of T, 
whose model-theoretic characterisation is based on the 
following definition and result. 

D e f i n i t i o n 2.1 Let M\ and M2 be models of T. Then 
M1 <p,z Mi if M\ and M2 differ only in the way they 
interpret predicates from P and Z, and the extension of 
every predicate from P in M1 is a subset, of its extension 
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Algori thms based on ordered-linear resolution [Chang 
and Lee, 1973] are known to perform this computation 
[Przymusinski, 1989; OxusofT and Rauzy, 1989; Siegel, 
1987; Inoue, 1991], and are used in many abductive pro­
cedures [de Kleer, 1986; Poole, 1989]. The explanation-
finding algori thm is not a concern of this paper. The 
results we present concern how to combine explanations 
in order to extract answers from a proof. We thus as­
sume such an algorithm exist and return the correct ex-
planations, and concentrate on the query answering pro­
cedure. The following one has been shown to correctly 
return yes/no answers, and is used in [Ginsberg, 1989; 
Przymusinski, 1989]. 

4 Note that New(T,^F) does not include clauses implied 
by T alone because their negations are inconsistent with T 
and they cannot be counters> The predicates of P have their 
sign changed because we look for the negation of E. 
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2.2 T h e o r e m P r o v i n g Resu l t s 

General circumscription is highly uncomputable [Schlipf, 
1986], and existing theorem proving results apply to 
restrictions of circumscriptive theories. From now on, 
T is a first-order theory without equality, consisting of 
finitely many clauses, each of which is a disjunction of 
possibly negated atoms called literals, augmented with 
the Unique Names Assumptions, that is, different ground 
terms denote different elements of the domain. We also 
assume that the Domain Closure Assumption is satis­
fied since this is necessary to guarantee the soundness 
of the query answering procedure described in this pa­
per. Queries to be answered are restricted to existen-
tially quantified formulas (note that this includes ground 
formulas). 

Theorem proving techniques for circumscription are 
based on the following results [Gelfond et a/., 1989; 
rrzymusmsKi, 1989; Ginsberg, 1989]. 



A l g o r i t h m 2.6 ( Y e s / N o Answer i ng Procedure) 

Step 1. (Generate Elementary Explanations) 
Compute elementary explanations of F relative to 
r. 

Step 2. (Combine Elementary Explanations) 
Set the explanation E to the disjunction of all ele­
mentary explanations, and represent it in conjunc­
tive normal form (i.e., as a set of clauses). 

Step 3* (Test Validity) 
Test if E has no counter, in which case answer 
"Yes"; otherwise answer "No". 

This query answering procedure is not an exact imple­
mentation of Theorem 2.4 in one respect. The Theorem 
stipulates the need for an arbitrary valid explanation, 
while the answering procedure, in Step 2, only tests one 
for validity, namely the disjunction of all the elementary 
ones generated in Step 1. This is enough to return yes/no 
answers. The reason is that if a certain disjunction of 
valid explanations exist, then the maximal disjunction is 
valid. This maximal disjunction is then tested for valid­
ity. The example we present next illustrates the inability 
of this procedure to provide answer-extraction. 

3 Example 
I have to do some Prolog and Lisp programming this 
morning, and 1 need the manuals Asking people around, 
1 collect information about who has recently been using 
them. 1 know the office number of my colleagues, and 
\ also know that normally people leave books in their 
offices, However, there are exceptions to this rule: for 
example, some of my colleagues work at home and don't 
bring back the books to the office. The information 1 
have can be expressed with the following theory T, where 
predicate symbols and constants have obvious intended 
interpretations: 
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A l g o r i t h m 4.3 ( Q u e r y A n s w e r i n g P r o c e d u r e ; ) 

S t e p 1 . (Compi la t ion) 
Compute the characteristic clauses of the c i r ru in-
scr ipt ion. 

S t e p 2. (Generate Elementary Explanations) 
Compute elementary explanations of F relative to 
T. 

S t e p 3 . (Compute Counters) 
A counter to an explanation is the complement of 
its elementary components w i th in the characteristic 
clauses. If an explanation has no counters, ou tpu t 
the instance of the query explained by i t . 

S t e p 4 (Combinat ions of Counters) 
Compute the conjunctions of routiters whose nega­
tion is entailed by a characteristic clause. Such a 
conjunction of counters is inconsistent w i th T, and 
the corresponding disjunct ion of elementary expla­
nations is val id. If such an explanat ion has no other 
counters, the corresponding disjunct ion of instances 
of the query is an answer. 

6Strictly speaking, this is not. an "algorithm". The rea-
son is, in Step 1 or 2, it may produce an infinite number of 
characteristic clauses or elementary explanations. 
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5 Conclusion 
Nonmonotonic theorem provers often consist in a two-
step classical deduction — making a default proof in 
which explanations are collected and checking validity 
of the explanations. We showed that the substitutions 
needed for query answering are lost in this process, and 
a combination of theses need to be found to produce the 
required answers. 

We presented a procedure for combining explanations 
in order to obtain informative answers, and results that 
enable an answering procedure to return the interesting 
answers with minima) search. 

The importance of the results presented lies in their 
applicability to a wide class of systems that are either 
a restriction of circumscription, for example, databases 
using different types of closed-world assumptions (see 
[Przymusinski, 1989; Gelfond et al., 1989]), or similar de-
fault reasoning systems having explanation-based proof 
theories [Poole, 1989; Geffner, 1990]. 
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