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Abstract 

The problem of modeling a variety of domains within 
the framework of one general scheme is of central 
importance in A I . This paper presents the Multi-
Entity model for multi-agent planning (MAP). This 
is a model in which a wide variety of scenarios can 
be represented, while many basic questions in MAP 
can be naturally represented and relatively efficiently 
computed. We use this model in order to study is­
sues in MAP that we think are fundamental features 
of cooperation. These issues include: Achievement of 
cooperative goals, achievement of cooperative goals 
in the presence of failures, stable deals among agents 
(agents might not accept solutions that are irrational 
to them), tolerating agents that may deviate from a 
plan in order to improve their situation, and tolerat­
ing agents that might deviate in unknown ways from 
a plan (because they are liars, or because their plan 
has changed). 

1. Introduct ion 
The problem of modeling a variety of domains 

within the framework of one general scheme is of cen­
tral importance in A I . An ideal mode'.ling scheme wil l 
be sufficiently expressive to describe many types of 
situations, wi l l represent the world in a concise fash­
ion, and wil l allow computing and analysing impor­
tant features of the domain in an efficient manner. 

Our focus in this paper is on domains that arise 
in multi-agent planning (MAP). In MAP, we are of­
ten dealing with robots or agents that act in a rather 
complex environment, may interact wi th each other, 
need to cooperate etc. Many experiments in mult i-
agent planning have been carried out in domains such 
as the "blocks world". In this domain the issue of 
representation and modeling poses rather l itt le diffi­
culty, and is greatly simplified due to the simplicity 
of the domain. However, it is never claimed that the 
blocks world can serve as a general model for mult i-

agent planning; rather, it is a simple domain in which 
to study various relevant aspects of the subject. A 
general framework often suggested for representing 
more complex environments for multi-agent planning 
is first-order logic. However, there are many respects 
in which first-order logic proves lacking for this pur­
pose. For one, it does not provide a natural and effi­
cient way of describing active and passive agents and 
interaction between agents. More importantly per­
haps, there are no decidable, let alone efficient, gen­
eral methods of computing central questions in MAP, 
such as whether goals of agents in a specific scenario 
are attainable (the tradeoff between expressiveness 
of modeling schemes and complexity is thoroughly 
discussed in [Lev86]). Thus, while first-order logic 
is quite expressive, its extreme generality hinders its 
usefulness. 

This paper presents the Multi-Entity model for 
multi-agent planning, and uses it to suggest and an­
alyse a number of general issues relevant to MAP. 
This model, which is based on modeling agents as 
sets of finite-state machines (fsms) is an intermediate 
model in which a wide variety of scenarios can be rep­
resented, while many relevant aspects of multi-agent 
scenarios can be naturally represented and relatively 
efficiently computed. In particular, we wil l show that 
STRIPS-style representations can be concisely mod­
eled in our framework. The model presented in this 
paper does not model uncertainty; this is beyond the 
scope of this paper. In a related paper ([MT]) we 
show how our model can be modified in order to cap­
ture uncertainty. Models that describe multiple agent 
activity have been used in Theoretical Computer Sci­
ence (e.g., [Lad79]), and in AI (e.g., [Geo86]), but 
none of them is especially suitable for issues in MAP. 

Once the model is established, we introduce the Co­
operative Goal Achievement problem (CGA), in which 
a set of agents try to collectively achieve all of their 
individual goals. We investigate the computational 
complexity of the appropriate decision problem. This 
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is shown to be decidable (but PSPACE-complete). 
We also treat the corresponding search problem (con­
structing a successful plan). Next, we relate the is­
sue of faultiness from distributed systems to agents 
in the context of MAP. This is easily represented in 
our model, and again we study the CGA problem 
in this context. We treat the achievement of goals 
when failures may occur as a combinatorial game, 
and show that (perhaps surprisingly) the complex­
ity of the appropriate cooperative goal achievement 
decision problem is the same as when no failures are 
possible. Next we define and investigate "stable so­
lutions" for the achievement of goals in multi-agent 
systems. These are cooperative solutions that are 
suitable for rational deals, guaranteeing that no agent 
wi l l deviate from the solutions. We define a variety 
of stable solutions, some of which are appropriate for 
the case of cooperative and honest agents that want 
to cooperate but wi l l not accept an irrational deal, 
and some of which are appropriate for cases when 
agents may deviate from deals in order to improve 
their situation. This section exposes some connec­
tions between multi-agent planning and general con­
cepts of Game Theory (for some other interesting con­
nections between Game Theoretic concepts and MAP 
see [RG85], [GGR86]). Our "stable solutions" induce 
new cooperative goal achievement problems, which 
are also shown to be decidable. We then treat the 
case where non-truthful agents announce goals that 
are different from their actual ones. This treatment is 
appropriate in particular for robust multi-agent plan­
ning — when some agents' goals may change sud­
denly, etc. 

The model presented in this paper is not necessar­
ily the ultimate model for MAP. It may yet evolve 
further and improve. What is important is the spirit 
of this model, its expressiveness coupled wi th its rel­
ative tractability. The issues of M A P studied within 
the context of this model are fundamental features of 
cooperation in MAP. They deserve attention indepen­
dently of the model; we present both the model and 
these concepts here in order both to show the applica­
bi l i ty of the model, and to have a rigorous framework 
in which to study these aspects of cooperation. 

Many details are omitted from this report due to 
lack of space. These details include the ful l formalism 
of the multi-entity model, and the ful l formalism of 
the definitions of stable solutions. The proofs of the 
theorems that appear in this paper are also omitted. 
A l l of these details appear in [TM]. 

2. The Mul t i -Ent i ty Model 
In this section we introduce our basic model (the 

ful l formal model appears in [TM]) . 

We represent the world (or a relevant part of it) as 
a multi-agent system. Some of the agents in our sys­
tem are active, and correspond to humans, robots, 
etc. Other agents are passive and correspond to pas­
sive entities or objects in the world. Each agent is 
represented by a set of nondeterministic finite-state 
machines (fsms). Some of the fsms that constitute an 
active agent (and are called active fsms) can gener­
ate basic actions (or actions). A l l the fsms (of pas­
sive and active agents) are affected by these actions. 
The reader should note that we do not require that 
each active agent act as a fsm, but that the relevant 
physical description of an agent can be described by 
a finite number of states, and in each physical state 
the agent can perform one of a finite number of ac­
tions. The active agent itself may have very powerful 
computational abilities, which it may use for choos­
ing which actions to perform in any given state. The 
internal state of the agent's computation need not be 
part of the representation. The reason that we use a 
set of fsms for describing an agent is the succinctness 
of representation. Agents are often composed of sub­
parts that are fairly independent. By representing 
each such part (e.g., arms, legs, fingers) as a separate 
component we obtain a natural way of describing lo­
cal actions and local change in an efficient manner. 

A tuple of basic actions that are performed at a 
certain moment by the active fsms is called a joint 
action. Each joint action potentially affects the state 
of all the machines (both the passive and the active). 
The possibility of generating a basic action by a cer­
tain active fsm and the effects of a joint action on the 
state of a certain fsm may depend on the state of all 
of the fsms when the actions are performed (the gen­
eral state of the world). There are no real limitations 
on what an "agent" should be. An agent can actu­
ally be a physical entity in the world (such as a hand, 
a door, etc.); it can also be composed of fsms whose 
states are a set of places where certain items may be, 
a set of values of an assertion, etc. A tuple of states 
of the fsms (a unique state for each fsm) is called a 
configuration of the system. Each fsm has an initial 
state. The tuple of init ial states is called the initial 
configuration of the system. 

A run of the system is a series of configurations 
Co, c i , . . . where Co is the init ial configuration and for 
each t there is a joint action Jt that can be generated 
in ct and changes the configuration of the system into 
c i +1. Any sequence C O , J O

, C
I , J I • • • that satisfies the 

above is called an execution. Finally, we assume that 
a joint action J that is performed in a configuration 
c determines a unique next configuration c'. 
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Discussion: 

Modeling entities in a complex world by sets of 
fsms might seem a bit coarse at first. This, of course, 
depends on the required granularity of the represen­
tation. In many contexts we find that the role of 
inherently complex entities matters only in terms of 
a small number of abstract states. For example, the 
only relevant states of the weather on a summer day 
in London may be rainy or just foggy (and perhaps 
we should add sunny for the optimists). The complex 
physical structure underlying the causes of rain, fog, 
etc., wi l l generally be irrelevant to the representation 
task. 

The actual use of our model is very natural for 
many domains. We first have to identify the basic rel­
evant entities (people, arms, doors, tools, etc.) that 
are involved in the problem. These entities wi l l corre­
spond to our agents. Each agent may now be decom­
posed into several fsms (for example, the fingers of a 
hand or the parts of the door). For every such ma­
chine we must specify its relevant states (places that 
a tool can be in, the position of an arm, etc.). Next, 
the actions each agent can generate in every given sit­
uation must be specified, as should the transitions in­
duced by joint actions. Notice that the modularity of 
the model (many agents that are composed of many 
fsms) yields a succinct representation, and therefore 
the use of our multi-entity model is in many cases 
no less efficient than corresponding special-purpose 
representations. This modularity also enables us to 
perform modifications (add, delete or update) to the 
representation in a straightforward manner. 

As an example of the expressiveness of our model 
consider a STRIPS-like (see [FN71]) representation 
in which the preconditions and postconditions (add-
list/delete-list) are subsets of a set of atomic propo­
sitions and their negations. Wi th each such atomic 
proposition we associate a passive agent that con­
tains only one finite-state machine with two states — 
True or False (this describes whether the appropriate 
proposition is true or false). The robot's possible ac­
tions are represented by an active agent that consists 
of a single finite-state machine with one state. This 
finite-state machine can generate, for any possible 
action in the STRIPS-like representation, a unique 
basic action. The preconditions for the possible ac­
tions in the STRIPS-like representation become pre­
conditions (on the states of the passive fsms) for the 
generation of the basic actions in our model. The 
postconditions (add list, delete list) are represented 
by adding appropriate transitions (joint actions) that 
affect the state of the passive fsms according to the 
delete list/add list in the STRIPS-like representation. 
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Not ice tha t the above s imulat ion is efficient (the size 
of the STRIPS- l ike representation in our model is no 
larger than the or ig inal representation). 

3. Coopera t i ve Goa l Ach ievement 
In the previous section we introduced a general 

model where actions tha t are performed by a sys­
tem of active agents and their effects on the wor ld 
can be described. In this section we s tudy aspects of 
cooperat ion in the context of this m o d e l The active 
agents (which we sometimes also refer to as robots) 
want to achieve certain goals. An active agent may 
sometimes be able to achieve i ts goal by itself, but 
at other t imes i t cannot do w i t hou t the help of other 
agents. Fur thermore, the actions tha t are generated 
by one active agent may d is turb another agent at­
tempt ing to achieve i ts own goal. In fact, there can 
even be confl icts between different agents' goals. 

In this paper we assume tha t the descript ion of the 
wor ld and the goals of the robots are common knowl­
edge, and tha t any change in the wor ld becomes im­
mediately known to them. Our model is basically 
appropr iate also for describing si tuat ions of lack of 
knowledge, and such t reatment w i l l appear in a pend­
ing paper ( [MT ] ) . 

A goal of an active agent is a proposi t ion in a 
proposi t ional logic where the atomic proposit ions are 
the states of the fsms, and the connectives are -, A, V. 
The Cooperative goal of the system (denoted by G) , 
is a tuple G = ( g l . . . , gm) where g i (1 < i < m) is 
the goal of the i - th active agent, and the number of 
active agents is m. 

The Cooperative goal achievement decision problem 
(denoted by CGA) is defined as follows: given a wor ld 
represented in our model, and a cooperative goal (7, 
is there a r u n Co, C i , . . . in the model tha t achieves al l 
goals of G, or in other words satisfies 

We remark tha t a l l of our results hold also when the 
goals are to be achieved simultaneously: 

We can show: 

T h e o r e m 1 : The "Cooperat ive Goal Achievement" 
decision problem is PSPACE-complete. 

C o r o l l a r y 2: I f a cooperative goal can be achieved, 
then there is a finite execution tha t achieves it that 
can be computed and encoded in exponent ia l space. 

Let us consider a simple example of a s i tuat ion 
involv ing cooperat ion and i ts representation in our 
model. There are three agents, Al ice, Bob, and Chris, 



s tand ing on one side of a lake. There is a boat t h a t re­
quires at least t w o people to operate and can car ry up 
to four . A l i ce and B o b w a n t to go to place X on the 
o ther side of the lake, wh i l e Chr i s wants to go to Y, 
w h i c h is d is tan t f r o m X . In our mode l , we w i l l repre­
sent each of A l i ce B o b and Chr i s as act ive agents, and 
the boat as a passive agent. One of the components of 
an act ive agent w i l l be i ts loca t ion , and the possible 
act ions w i l l be ge t t ing i n t o the boat , r ow ing in a par­
t i cu la r d i rec t ion , and ge t t i ng off the boat . The boat 
can also be represented in te rms of i ts locat ion. Of 
course, in a more complex s i t ua t i on these representa­
t ions can be ref ined much fu r ther . The j o i n t actions 
are def ined in such a w a y t h a t i f t w o agents row in 
the same d i rec t ion , the boat moves in t h a t d i rec t ion. 
T h e mode l can now be comple ted in a s t ra igh t fo rward 
manner . T h e agents ' goals are now to be in the i r 
respective desired locat ions. I t is easy to see t h a t 
the C G A p rob lem is solvable in th is case: A l l agents 
row to Y, Chr is gets off, and Al ice and Bob cont inue 
to X. Not ice t h a t th is so lu t ion requires the cooper­
a t ion o f A l ice and B o b in he lp ing Chr is . They could 
a t t a i n t he i r o w n goals by themselves, leaving Chr is 
beh ind . We w i l l r e t u r n to th is issue in Sect ion 5 . 

4. I n t r o d u c i n g Fault iness 
Up to th is po in t , the connect ions between Dis­

t r i b u t e d Systems and M u l t i - A g e n t P lann ing were 
very general — the s i t ua t i on is by de f in i t ion s imi ­
lar. Now, we w o u l d l ike to po in t to a specific concept 
in D i s t r i b u t e d Systems t h a t should of ten be consid­
ered in mu l t i -agen t p lann ing — faultiness. M u c h of 
the research in the f ie ld of D i s t r i bu ted Systems is 
dedicated to fau l t - to lerance (see [ D M ] for example) . 
Faul t - to lerance is c ruc ia l in the context o f M A P : in 
rea l l i fe robo ts (act ive agents) m i g h t fa i l by crashing 
or by otherwise dev ia t ing f r o m the i r n o r m a l behav­
ior. We w i l l now show the effects of crash fai lures on 
the achievement of cooperat ive goals in our mode l . 

We capture " fau l t iness" in our mode l by a l lowing 
an act ive agent to fa i l at any step of an execut ion. 
We assume for now t h a t the fai lures are crash fa i l ­
ures (a r o b o t t h a t fai ls ceases to operate and is never 
rev ived) , and t h a t the number o f robots t ha t may 
fa i l in any execut ion is bounded above by t , where t 
is g iven and m a y depend on the number of robo ts — 
m. For each act ive agent we associate a d is t inguished 
state t h a t we ca l l failure. T h e fa i lure of act ive agent 
number i g iven t h a t the system is in conf igura t ion c 
occurs as fo l lows: Eve ry act ive fsm of act ive agent 
number i generates one of i ts possible act ions in con­
f igurat ion c ( the system w i l l be changed according to 
th is ac t ion) , and then act ive agent number i moves 
i n to i ts failure s tate. W h e n the agent is in i ts failure 

state a l l the fsms of th is agent become passive, and 
no t rans i t ion can change th is d is t inguished " s ta te " . 
We assume tha t the fa i lure of an agent is observable 
(as are a l l o ther changes in the wor ld ) by the other 
act ive agents. 

The appropr ia te CGA w i l l be changed i n to the 
quest ion: is there a "s t ra tegy" for the robots against 
any fa i lure pa t te rn t h a t ensures t h a t a l l the non-
fau l t y robots achieve the i r goals? We w i l l no t define 
"s t ra tegy" fo rma l l y in th is paper, and the reader can 
t reat it as a strategy in a Comb ina to r i a l Game (where 
th is is well-defined) between the act ive agents and 
the fai lures. Ident i f y ing whether a cooperat ive goal 
can be achieved in th is f ramework may seem harder 
t han before (we have to determine whether there is a 
strategy and not j us t "guess" an execut ion), bu t the 
reader should not ice t h a t there are cases where i t be­
comes very easy ( i f i t is known tha t achieving a cer­
ta in goal requires the cooperat ion of more than m — t 
act ive agents, for example) . We can show: 

T h e o r e m S: The comp lex i t y o f deciding whether 
a cooperat ive goal can be achieved by the non- fau l ty 
robots is PSPACE-comple te b o t h if (i) t is taken as 
i npu t , and i f (or in general for 
some fixed 0 

C o r o l l a r y 4 : I f a cooperat ive goal where fau l t ­
iness may appear can be achieved, then there is a 
f in i te "s t ra tegy" achieving i t t ha t can be computed 
and encoded in double exponent ia l space. 

O u r example f r o m Section 3 can easily be extended 
to the case where fai lures are possible. For example, 
an agent m igh t break a hand and may therefore not 
be able to help opera t ing the boat . Not ice tha t the 
cooperat ive goal in the presence of one fai lure can 
not be achieved in th is example. However, i f there 
is another agent t ha t wants to move to X then i t 
becomes solvable in the presence of one fa i lure. 

5. S tab i l i t y 
In th is sect ion we in t roduce and define stable so-

lutions to the Cooperat ive Goa l Achievement prob­
lem. T h e solut ions t h a t appear in th is section are 
executions (as in Section 3) . We w i l l be interested in 
the quest ion of whether there is a solut ion in wh ich 
a l l the act ive agents achieve the i r goals, and there is 
no " reason" for a subset of t hem to disagree w i t h 
the so lu t ion, or to deviate f rom i t . Such solut ions 
are called stable solutions. We assume tha t each ac­
t i ve agent wants to achieve his goal and to spend the 
least amount of resources. O the r assumptions can be 
t reated s imi lar ly . Therefore, a stable so lu t ion should 
be one where each act ive agent achieves his goal and 
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in which no set of active agents has reason to com­
plain about i r rat ional spending of resources or where 
no set of agents can change the solution into one 
in which they spend a smaller amount of resources. 
There are stable solutions that capture the idea of a 
rat ional deal. In these solutions active agents do not 
deviate f rom agreed solutions but they do not agree 
to solutions that are i r rat ional for them. Other stable 
solutions capture the idea that active agents might 
deviate f rom the original plan in order to improve 
their si tuation, and therefore we look for solutions 
where no deviation is worthwhi le, etc. 

The amount of resources consumed by an active 
agent in our model is (roughly speaking) the number 
of actions the agent performs un t i l it halts. More spe­
cific resources (e.g., t ime, money, oil) are not treated 
in this paper. 

We now introduce the definitions of our stable solu­
tions. More formal definitions appear in [TM | . First , 
we assume that the goals of the agents are common 
knowledge (they are part of the input of the prob­
lem). Afterwards, we w i l l discuss the case where the 
goals are not common knowledge and the agents an­
nounce their goals ( in this case we have to treat the 
case where agents can also lie about their actual goal). 

• T r i v i a l S t a b i l i t y : An execution e that 
achieves a cooperative goal is said to be a sta­
ble solution according to the trivial stability cri­
terion if there is no solution e' that is at least as 
good as e for al l agents and better than c for at 
least one agent. This solution captures the idea 
of rat ional solutions, where the active agents are 
ful ly cooperative. 

• R a t i o n a l S t a b i l i t y : An execution t that 
achieves a cooperative goal is said to be a stable 
solution according to the rational stability crite­
rion if no subset of the active agents has a "strat­
egy* that improves the situation of at least one 
of them and does not make the si tuat ion of any 
other agent in this subset worse, regardless of 
what the active agents outside this subset do. 
The meaning of "strategy* is as in Section 4, but 
now the game is between the above "subset of 
active agents" and the other active agents. In tu ­
it ively, this criterion says that there is no subset 
of the active agents for which performing e is a 
sacrifice. 

• S t a b i l i t y aga ins t d e v i a t i o n s : An execu­
t ion e that achieves a cooperative goal is said 
to be a stable solution according to the stability 
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against deviations criterion if no subset of the ac­
t ive agents can improve the situation of at least 
one of them wi thout making the situation of the 
other agents in this subset worse, when the ac­
t ive agents outside this subset keep on perform­
ing the appropriate actions of e. This criterion 
captures the idea of a solution that no subset of 
the active agents have a reason to deviate from. 

The following relations hold: 

T h e o r e m 5: Stable solutions according to stability 
against deviations Stable solutions according to ra­
tional stability Stable solutions according to trivial 
stability 

The CGA solution presented in the example of Sec­
t ion 3 is stable according to the t r iv ia l stabil i ty crite­
r ion. No single agent can gain by deviating from this 
plan. However, recall that Alice and Bob can attain 
their goals and save resources if they leave Chris at 
the port of origin. Indeed, it is easy to see that no 
CGA solution for that example is stable according to 
rat ional stabil i ty. In [TM] we define and study addi­
t ional notions of stabil ity. 

There is a similari ty between some of the previous 
concepts and general concepts of stabi l i ty that appear 
in Game Theory (see [Owe82], [LR57]). Our defini­
tions can be thought of as having the spiri t of Game-
Theoretic concepts, but they are specially tailored for 
our framework. Our concepts are more qualitative 
than the corresponding concepts of Game Theory. 
Our agents want to achieve certain goals and mini­
mise expenditure of resources. Therefore, we do not 
have to consider the set of al l possible jo in t strategies 
as is done in Game Theory. Another important point 
is that our concepts are defined in the context of a 
model that describes change in a wor ld. Transform­
ing actions in our model to a general representation 
of a game is unnatural and results in stable solutions 
being much harder to compute (our treatment is ex­
ponentially better). 

Given one of the above stabi l i ty criteria, the ques­
t ion that is asked is whether we can characterize 
(give an algor i thm for characterization) the systems 
and goals that have stable solutions according to this 
cr i ter ion, and construct such appropriate solutions. 
This is answered by the following general theorem: 

T h e o r e m 6: Any solution that obeys one of the 
above mentioned criteria is at most exponentially 
long (contains at most exponentially many jo in t ac­
tions un t i l al l the fsms generate no more actions). 

C o r o l l a r y 7: If a stable solution according to one 



of the above criteria exists, then it can be computed 
and encoded in exponential space. 

Up to this point, we assumed that the goals of the 
active agents are part of the input to the problems 
that we discussed. However, it is often the case that 
the identity of each agent's goal is obtained by the 
agent declaring what its goal is. In this case a ma­
licious agent may lie by announcing a goal that is 
different from its actual goal, and then perhaps devi­
ate from the joint plan in order to achieve its secret 
actual goal. A decent notion of stability in this case 
should require that the honest agents be guaranteed 
to attain their goals even despite such behavior by a 
restricted number of agents. More formally, we as­
sume that there are m active agents, at most t of 
which are liars and might behave arbitrarily, while 
the others are honest and behave according to the 
given solution. We can now define: 

[FN71] 

S tab i l i t y against l iars: A strategy for the 
active agents is called stable against t liars if it 
achieves all the goals in G of all the agents that 
do not deviate from it, given there are at most t 
such liars. 

The reader should notice that the above ideas can 
also be used in other cases in which robust mult i-
agent plans are desired. For example, when we want 
our plans to be insensitive to a change of goals by a 
certain number of the active agents (in cases where 
announcing a change of goals is not possible or ex­
pensive). 

Theorem 8: For any given t and any m-tuple G of 
announced goals, we can decide in exponential space 
whether there is a strategy that is stable against t 
liars. If such a strategy exists, then it can be com­
puted and encoded in double-exponential space. 
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