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ABSTRACT 

Stereo-vision-based mobile robots observe the i r 
environments and acquire 3-0 data with considera­
ble errors 1n range. Rather than to use the con­
ventional 2-0 maps, described with these Inaccu­
rate data 1n the absolute coordinate system, a 
f lex ib le relational model of the global world can 
be bu i l t with local maps suited for each function 
of robots such as path planning or manipulation. 
For the path planning, a perspective representa­
t i on of the local world, the image on which the 
scene Interpretation Is mapped, 1s proposed. Using 
world constraints and sensory Information of 
camera orientation, a stereo-image analyzer deter­
mines vert ical projections of edge points on the 
f l oo r in the image. A method for planning of 
promising paths to the specified goal using this 
representation is presented. 

1. INTRODUCTION 

Sensor-based navigation of mobile robots 1n un­
structured environments has been extensively 
studied as one of key problems of a r t i f i c i a l in­
te l l igence research. Host robots plan paths to 
the destinations using 2-0 maps, given a pr ior i or 
bu i l t by themselves, represented 1n the absolute 
coordinate system [Horavec 83, G l ra l t et a l . 84, 
Tsujl 85, Elfes 86]. Drawbacks of such maps were 
pointed out by Brooks [Brooks 85], who presented 
an interesting idea to use a rubbery and stretchy 
re la t i ona l map, making the spat ia l reasoning 
robust to errors 1n est imating posit ions of ob­
jec ts and robots 1n the absolute coordinate sys­
tem. Real izat ion of the idea, however, has not 
been reported yet. 

The authors' group has been also studying a 
vision-based robot wandering about and accom­
plishing the specified task In an indoor environ­
ment. We follow the above-mentioned idea 1n the 
sense that use the local coordinate systems with 
relat ive transforms and error estimates. Rather 
than to use the conventional 2-0 maps for spatial 
reasoning, a f l e x i b l e re la t iona l model of the 
global world can be bu i l t with local maps suited 
for each function of robots, such as path planning 
or manipulation. For the path planning, this paper 
presents a new scheme, based on the properties of 
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vision, for representing the local world and using 
1t for planning. Invest igat ing the merits and 
demerits of transforming the visual data into the 
conventional 2-0 map* we use a perspective repre­
sentation of world, the image on which the scene 
interpretation is mapped, for planning promising 
paths to the goal (or sub-goals). Using world 
constraints and sensory information of camera 
orientation, a stereo-image analyzer determines 
vert ical projections of edge points onto the f loor 
in the image. A method for planning of promising 
paths to the specified goal using this representa­
t ion is presented. 

Vision of intel l igent robots play the most impor­
tant ro le among the i r sensors in bui ld ing and 
maintaining models of their environments. For the 
e f fec t i ve usage of the models, the i r structures 
should be care fu l l y designed so as to be suited 
for the functions of the robots. A mobile robot 
wandering around in an unstructured environment 
needs functions as fo l lows: (1) It plans a route 
to the specified destination, (2) navigates safely 
along the planned route and (3) performs the given 
job such as manipulation or monitoring at the 
dest inat ion. We do not need a world model of a 
un i f ied structure and thus same performance 
through the entire task, but models with different 
structures and different grain sizes, which repre­
sent facts about the world needed for each fun­
ction, are more reasonable. 

For example, the planning needs coarse representa­
t ion of free spaces relative to some landmarks and 
the robot* but the detailed structures and shapes 
of objects in scene, 1n most cases, do not provide 
important information. Navigation uses the local 
world model describing the approximate direction 
and distance it w i l l move, obstacles along the 
route and the landmarks by which the sub-goal 1s 
specified. Manipulation needs, on the contrary, 
precise 3-0 models of objects located 1n a l imited 
area such as a workbench. We can, therefore, 
bu i ld a global world model covering a wide en­
vironment by combining the d i f f e ren t representa­
tions of the local worlds with coarse geometrical 
relations between them. 

Let us consider how the local world is repre­
sented for planning paths to the dest inat ion. 
Precise estimate of the free space geometry is, in 
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general, d i f f i c u l t because of the l i m i t e d reso lu ­
t i o n of v isual sensors and, i f possible, they are 
o f t e n not so meaningfu l a t the p lann ing s tage. 
Robots can not always f i nd the route to the d e s t i ­
na t i ons f rom s i n g l e v iew. In many cases, when 
they have not enough exper iences of wander ing 
about the rou tes , these robo ts p lan p rom is i ng 
routes and next observation points where the pos­
s i b i l i t i e s o f f u r t h e r n a v i g a t i o n are examined. 
Representation of the local worlds should be se­
lected so as to be convenient f o r such planning. 

Vision-based robots analyze input images taken by 
TV cameras and y i e l d 2-D maps in the abso lu te 
coo rd ina ted system by t r a n s f o r m i n g p o s i t i o n s o f 
obs tac les found in the images i n t o an Euc l idean 
representat ion. The maps, on which the robots are 
located, are then labe l led w i th f ree, occupied, or 
unknown regions, and the routes to the des t ina t ion 
are planned on i t . The 2-D maps have been used 
because (1) we can e a s i l y understand them and, 
t h e r e f o r e , (2) i n t e g r a t i o n o f 3-D data acqu i red 
f rom images taken at d i f f e r e n t p o s i t i o n s seems 
s t r a i g h t f o rwa rd (bu t not so easy because of un­
c e r t a i n t i e s in camera locat ions and o r ien ta t i ons , 
and much research has been done [Faugeras et a l . 
86, L i n e t a l . 86 ] ) . 

D i f f i c u l t i e s a r i s e i n such r e p r e s e n t a t i o n f rom 
inherent e r ro r due to measuring in image. Meas­
urements o f ranges to o b j e c t s s u f f e r f rom the 
minimal spa t ia l reso lu t ion of v i s ion sensors used. 
Thus, the e r r o r in depth measurement increases 
w i th propor t iona l to the squared distance of the 
object from the camera. As a r esu l t , estimates of 
fa r object po ints , back projected from the images 
to the 2-D map, are very u n c e r t a i n . Such uncer ­
t a i n t y must be added as a feature of each point in 
the maps. Another d i f f i c u l t y is that the observed 
p o i n t s are sparse in f a r areas in the 2-D maps; 
the d e n s i t y i s i n v e r s e l y p r o p o r t i o n a l t o the 
squared d i s t a n c e f rom the camera. I f a c e l l u l a r 
representat ion of the 2-D map [E l fes 86] is used, 
we need to i n t e r p o l a t e f e a t u r e s between the ob­
served points to f i l l i n blank c e l l s . 

We propose to map the scene i n t e rp re ta t i on onto a 

perspective wor ld, the image i t s e l f , ra ther than 
t r a n s f o r m the image data i n t o the 2-D maps. We 
assume our robot moves on an a lmost f l a t f l o o r , 
and the p r o j e c t i o n o f the i n f i n i t e plane con­
t a i n i n g the f l o o r onto the image is used as a 
representat ion of the local world. This represen­
t a t i o n i s n a t u r a l i n the sense t h a t (1) i t s spa­
t i a l reso lu t ion is same as that ava i lab le from the 
sensors and (2) any i n te rpo la t i on and t ransforma­
t i o n is not needed w h i l e we deal w i t h s i n g l e 
image. We argue human beings w i t h o u t maps a l so 
plan the route in the f i e l d of v is ion rather than 
make reasoning in a top-view of the world. 

I n t e g r a t i o n o f i n f o r m a t i o n a v a i l a b l e from the 
l o c a l p e r s p e c t i v e wor lds a t d i f f e r e n t p o i n t s i s 
p o s s i b l e by e s t i m a t i n g t r a n s f o r m a t i o n ma t r i ces 
between them. A d i f f e r e n t approach, however, is 
proposed. We use a s imp le p r i n c i p l e t h a t an ob­
servat ion from a c loser point y ie lds more r e l i a b l e 
resu l t s . Promising paths to the next observation 
po in t , where more r e l i a b l e estimates w i l l be ob­
ta ined, are generated in each perspective world. 

1 IMAGE ANALYSIS AND PATH PLANNING 

Hardware System 
We have been doing experiments w i th a HERO ROBOT, 
on which two small CCD cameras (NEC TI-22AI) sepa­
ra ted from each o ther by 0.2m are mounted at a 
height of 0.7m. Pi tch and r o l l angles of a camera 
are measured by o r ien ta t i on sensors (Watson f l u x -
gate magnetometer). Images are converted in to 256 
by 256 8 b i t d i g i t a l p i c t u r e s ( the appoximate 
e q u i v a l e n t f o c a l l eng th i s 300 p i x e l ) and t h e i r 
edge p o i n t s are found by a T0SPIX-2 image p r o ­
cessor connected to a SUN3 w o r k s t a t i o n , which 
analyzes the s te reo imagery and plans the p r o ­
m is ing rou tes . The r e s u l t s are fed back to the 
robo t through a c o n t r o l computer MC6808. The 
number of r o t a t i o n s and s t e e r i n g angle of the 
f ron t wheel are sent to the cont ro l computer, from 
w h i c h a c o a r s e e s t i m a t e o f i t s m o t i o n i s 
ava i lab le . 

Stereo Matching and Scene I n te rp re ta t i on 
An image ana lyzer in the SUN3, which rece ives 
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stereo images and t h e i r edge pictures obtained by 
a 3x3 Sobel ope ra to r , f i n d s 3-D s t r u c t u r e of the 
viewed world and, then, determines the f l o o r boun­
d a r i e s . Most indoor scenes are r i c h in s t r a i g h t 
edges which give important cues for scene i n t e r ­
p re ta t ion . For segment-based stereo matching, the 
analyzer f i t s l ines to edge segments of consider­
ab le lengths found by t r a c k i n g edge p o i n t s . We 
use a compet i t ive matr ix between l i ne segments of 
the stereo pair , and f ind correspondence of l ines 
in the images, by examining the s i m i l a r i t y of edge 
s t r e n g t h s , l o c a t i o n s and d i r e c t i o n s of segments 
and the cons is tency in matching. F i g . l shows an 
example of i npu t l e f t images and Figs.2 d i s p l a y 
the r e s u l t s o f matching o f the s te reo p a i r (bo ld 
and t h i n l ines represent matched and non-matched 
segments, respect ively) . Thus we can determine the 
3-D s t ruc ture of most port ions of the scene. 

In o rder to f i n d f r ee spaces f o r the n a v i g a t i o n , 
we need i n f o r m a t i o n of he igh t of edge p o i n t s . We 
assume the op t i ca l axes of two cameras are pa ra l ­
l e l and h o r i z o n t a l . Let the coo rd ina te system 
X,Y,2 be f i x e d at the center of the two lens 
cen te rs of cameras w i t h Z ax is p a r a l l e l to the 
o p t i c a l axes. Suppose a p o i n t P at (X,Y,Z) in 
space is projected on an image plane of camera at 
(x,y) , assuming the central pro jec t ion. Using the 
camera geometry, we have the f o l l o w i n g s imp le 
equations for y#O [Tsuj i et a l . 86]. 

where d is the d i s p a r i t y between cor respond ing 
image points, f is the focal length of the camera, 
L is the distance between two camera centers, and 
H and Ho are heights of P and the lens center from 
the f l oo r , respect ively. Thus, the d i spa r i t y of a 
point in space is determined from the camera para­
meters (L and Ho) and i t s he igh ts in image and in 
space. 

In o rder to t e s t whether or not the segments are 
on the f l o o r , we examine each p o i n t in the seg­
ments that the corresponding segments contain an 
image p o i n t w i t h a d i s p a r i t y o f -Ly/Ho. I f most 
p a r t (more than 80%) of a n o n - h o r i z o n t a l l i n e 
segments con ta ins such image p o i n t s , the l i n e 
segments are cons idered as on the f l o o r . For a 
p a i r o f h o r i z o n t a l l i n e segments, we de te rmine 
whether or not the l i n e s are on the f l o o r by 
examin ing the d i s p a r i t i e s o f t h e i r end p o i n t s . 
Flg.3 shows the l i ne segments on which edge points 
are l a b e l l e d as f l o o r edge p o i n t s . Note t h a t 

Flg.3 Line segments labe l led as l y i ng on the 
f l o o r . 

boundar ies of shadows casted on the f l o o r are 
labe l led as the f l oo r edge points, whi le the bot ­
tom edge of an object appearing in the r i g h t lower 
part in Fig. l is in terpreted as f l o a t i n g above the 
f l o o r ( the ob jec t is supported by wheels) . Thus 
a l l edge po in t s in the image are l a b e l l e d as the 
f l o o r or non-f loor. 

Most path planning of mobile robot uses 2-D maps 
w i t h o u t he igh t i n f o r m a t i o n . As a r e s u l t , the 
planned routes may be very dangerous for c o l l i s i o n 
w i t h ob jec t s overhanged to the path. The re fo re , 
we need 3-D information to f i nd free paths in the 
w o r l d . Since the shape of our robo t is s imp le 
(approximated by a cy l inder) and it cannot change 
i t s shape to avoid c o l l i s i o n , we use rather simple 
3-D i n f o r m a t i o n t h a t each po in t on the f l o o r has 
an overhanged object or not. We, therefore, pro­
j e c t dangerous n o n - f l o o r edge po in t s onto the 
f l o o r in the image. We have the fo l l ow ing simple 
r e l a t i o n between the image p o i n t ( x , y ) and i t s 
ve r t i ca l pro ject ion (x,y') onto the f loo r . 

(2) 

Thus, we can eas i ly project these edge points onto 
the f l o o r in the image, and labe l the p r o j e c t i o n 
as obs tac le edge p o i n t s . Thus, the edge p o i n t s 
have three labels; f l oo r , obstacle and non-f loor. 

The above d i scuss ion assumes the i nva r i ance in 
height and t i l t of the cameras through execution 
of the task . The f l o o r on which our robo t moves 
is a lmost f l a t and, as a r e s u l t , we can cons ider 
the he igh t is i n v a r i a n t . Small uneveness of the 
f l o o r , however, causes the cameras to shake, and 
resu l ts in a considerable amount of movements of 
images. In order to solve the problem, we use the 
i n f o r m a t i o n from the o r i e n t a t i o n sensors o f the 
camera, and can compensate for the movements less 
than one p i xe l . 

Planning Paths 
As mentioned before, the system searches the local 
map f o r p romis ing paths to the goal or the next 
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observation point. At f i r s t , we label the per­
spective world as free, dangerous, uncertain, and 
i nv i s i b l e . We move the pro ject ion of robot onto 
the f loor in the perspective world (therefore the 
shape and size of the projected area change) and 
examine the possib i l i ty of col l is ion. For s impl i ­
c i t y of computation, we approximate the robot's 
projection by a square. 

We start with the bottom row of the image assuming 
that it belongs to the free area, and move the 
robot's pro ject ion u n t i l i t s any part co l l ides 
with edge points (see Fig.4). Then, we change the 
d i rec t ion of movement, and continue to move it 
u n t i l it cannot move fur ther . By i t e r a t i n g the 
procedure, we can f ind a l l possible movement of 
the projection, and areas covered by the center of 
the projection are labelled as free. Fig.5 shows 
the free area found in F ig . l . The proposed pro­
cedure is robust to the errors in f ind ing edge 
segments, because missing of small port ions of 
edge segments resul ts in very l i t t l e ef fects to 
the label l ing. 

We also label the narrow regions between the free 
areas and the obstacle edges as dangerous regions, 
and those between the free areas and non-f loor 
edge as uncertain regions. The rest parts in the 
perspective world are considered as i nv i s i b l e 
regions. 

Now l e t us consider how we can f ind possible 
routes to the goal if i t s approximate location is 
given in the perspective world. Route f ind ing 
seems easy if routes to the goal exist in the free 
region. Objects in scene, however, often occlude 
parts of the routes or the goal, and we need to 
search the perspective world for promising routes 
to the goal. If the labels are correct , the 
routes from the free region must exist across the 
uncertain regions toward the goal as pointed in 
Fig.4, and we can determine the most promising 
route by using a heur is t i c funct ion to estimate 
the possib i l i ty and cost of attaining to the goal, 
and set observation points along the route where 
the uncertain regions are easily observable. 

We should note that the labels are not rel iable if 
areas are far from the cameras, because of the 
l i m i t a t i o n of sensor reso lu t ion. For example, 
free paths sometimes exist in far areas labelled 
as dangerous because of the u n c e r t a i n t y in 
estimate of 3-D distance between edge points. 
The uncertainty in hight estimate resul ts in 

Fig.5 Free regions In F i g . l . 

l abe l l i ng of edges of low obstacles as f l oo r 
edges. Therefore, a good policy for path planning 
is to plan promising or possible paths to the 
dest inat ion, and moves along a route to obtain a 
closer view of the path. We propose that pro­
mising paths are generated in each perspective 
world and port ions wi th more re l i ab le estimates 
are merged together with a graph st ructure of 
which arcs give the approximate geometrical rela­
tions between them. 

4. CONCLUSION 

In th i s paper, we examine problems of world 
modelling and path planning which must be solved 
by a mobile robot explor ing an unknown environ­
ment. In particular, we introduce the perspective 
model of the local world for planning promising 
paths to the dest inat ion. Image analysis and 
spatial reasoning based on this representation are 
also described. The major parts of the system 
have been already implemented and tested, and the 
whole system w i l l be bu i l t in near future. 
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