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A b s t r a c t 

A computer model of some c lasses of ve r ­
b a l behav iour is d e s c r i b e d . The genera l 
c h a r a c t e r i s t i c o f the c lasses i s t h a t the 
sub jec t s emit d i s c r e t e v e r b a l u n i t s bu t 
no t cont inuous d i s c o u r s e . The concept 
of a word s t o r e is d e f i n e d as a s tochas­
t i c i n f o r m a t i o n r e t r i e v a l system, imp le ­
mented in the form of a network of 
s t o c h a s t i c a l l y i n t e r a c t i n g nodes. The 
word s t o r e is assumed to be a p a r a l l e l 
processor which operates i n c o n j u n c t i o n 
w i t h a s e r i a l p rocessor in the human 
organ ism. The a p p l i c a t i o n of the model 
to word a s s o c i a t i o n , response sequences, 
l e a r n i n g p rocesses , and s a t i a t i o n e f f e c t s 
is d i scussed . The main data s t r u c t u r e 
and f u n c t i o n s of the computer program are 
desc r ibed w i t h some examples g iven in the 
POP-2 programming language. I t is shown 
t h a t the word s t o r e model f i t s q u a l i t a ­
t i v e l y many of the phenomena in v e r b a l 
behav iou r , and an example of a q u a n t i t a ­
t i v e comparison i s shown. 

D e s c r i p t o r s 

Words, memory o r g a n i s a t i o n , r e t r i e v a l , 
a s s o c i a t i o n , v e r b a l behav iou r , computer 
model , s t o c h a s t i c , ne twork . 

I n t r o d u c t i o n 

This paper g ives a b r i e f d e s c r i p t i o n o f 
a se t of computer programs which c o n s t i ­
t u t e a model of human behav iour in ce r ta in 
expe r imen ta l s i t u a t i o n s l i k e word associa­
t i o n , f r e e r e c a l l o f word l i s t s , p a i r e d 
assoc ia te l e a r n i n g , and o t h e r s . The 
genera l c h a r a c t e r i s t i c o f a l l these 
expe r imen ta l s e t t i n g s i s t h a t the s u b j e c t 
i s r e q u i r e d to s e l e c t and emi t d i s c r e t e 
v e r b a l u n i t s , bu t no t cont inuous d i s ­
cou rse . 

I n s p i t e o f the g rea t dea l o f a c t i ­
v i t y i n the f i e l d o f v e r b a l behav iou r , 
t he re i s a s u r p r i s i n g l ack o f gene ra l 
t h e o r i e s which cou ld account f o r the 
phenomena in a sys tema t i c manner. The 
model desc r i bed in t h i s paper i s a t e n t a ­
t i v e s tep i n t h i s d i r e c t i o n . Var ious 
aspects of t h i s model have been d iscussed 
in a number o f o the r p a p e r s 1 2 ' 1 3 . l k 1 l 5 

and some of these w i l l be summarised ve ry 
b r i e f l y h e r e . The main emphasis w i l l be 
on the behav iour and p o t e n t i a l i t i e s of 
the computer s i m u l a t i o n . 

Some ideas about the ne 
l l e l p rocess ing i n c o g n i t i v e 
have a lso been discussed by 
and h i s approach is c lose to 
present paper . Feigenbaum' 
p rov ides an example f o r a ra 
ent approach to the computer 
o f v e r b a l behav iou r . 6 F i n a l 
is work ing on another more 
computer model f o r semantic 
i s again r a t h e r r e l evan t to 
ideas i n t h i s paper . 

ed f o r para-
processes 

Re i tman 2 0 , 
t h a t o f the 

s EPAM model 
ther d i f f e r -

s i m u l a t i o n 
ly , Qui l l ian1 9 

e labora te 
memory which 
many of the 

Formu la t ion of the Model 

The genera l assumption is made at the 
ou tse t t h a t humans possess both s e r i a l 
( c e n t r a l - p r o c e s s o r l i k e ) and p a r a l l e l 
i n f o r m a t i o n p rocess ing resources , and 
t h a t these are j o i n t l y u t i l i s e d i n h i g h -
l e v e l p s y c h o l o g i c a l processes. I n order 
t o dea l w i t h v e r b a l behaviour i t i s pos­
t u l a t e d t h a t the r e l e v a n t p a r a l l e l p ro ­
cessor (which w i l l be c a l l e d the word 
s t o r e ) i s f u n c t i o n a l l y a s t o c h a s t i c 
i n f o r m a t i o n r e t r i e v a l system. S t r u c t u r ­
a l l y i t i s a network con ta i n i ng represen­
t a t i o n s of words and l i n k s between them. 
Each word ( r e p r e s e n t a t i o n ) can have a 
v a r y i n g l e v e l o f a c t i v i t y . The l i n k s can 
t r a n s m i t a c t i v i t y from one word to 
ano ther . 

This t r ansm iss i on is assumed to be 
s t o c h a s t i c in na tu re and is descr ibed by 
s p e c i f y i n g the p r o b a b i l i t y t h a t a u n i t 
a c t i v i t y in word ^ w i l l produce a c e r t a i n 
d i s t r i b u t i o n o f a c t i v i t i e s over the words 
i n the system. I t i s argued i n K i s s , 1 5 

however, t h a t in normal behaviour the 
i n t e r e s t is in the mean values o f these 
t ransmiss ions which a r e , due to the d i s ­
t r i b u t e d manner in which the l i n k s are 
implemented in the organism, r a t h e r stable 
and can be t r e a t e d in a d e t e r m i n i s t i c 
manner. 

Each word is a l so capable of s t o r i n g 
the cumu la t i ve sum of a c t i v i t i e s rece ived 
over an i n t e r v a l o f t ime . This sum w i l l 
be r e f e r r e d to as the cumulat ive a c t i v i t y 
o f a word . I t i s assumed t ha t t h i s 
a c t i v i t y e i t h e r p e r s i s t s i n d e f i n i t e l y , o r 
decays accord ing to some ( p o s s i b l y expon­
e n t i a l ) f u n c t i o n . 

The word s t o r e can now be looked at 
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as a sequential machine whose state is 
defined by a vector speci fy ing the current 
cumulative levels of a c t i v i t i e s of the 
words. The system can make t rans i t i ons 
in the absence of external inf luences 
( f ree t rans i t i ons ) due to the operation 
of the transmission l i n k s . External 
in ter ference w i th the a c t i v i t i e s can also 
change the state of the system. The 
f ine behaviour of the word store can be 
described by the machinery of stochast ic 
mult idimensional branching processes.15 
The average behaviour, on the other hand, 
can be t reated by a graph theore t i ca l 
approach, in pa r t i cu l a r by using s ignal 
f low graphs.14 

The i n te rac t i on between the word 
store and the s e r i a l processor is defined 
as fo l lows . At any instant a word can 
become avai lab le to the s e r i a l processor 
("can enter consciousness") w i th a cer­
t a i n p r o b a b i l i t y . This p robab i l i t y is 
the r a t i o of the cumulative a c t i v i t y in 
that word to the sum of a l l such a c t i -
v i t i e s in the word s to re . This is in 
accord w i th some well-known theories of 
choice behaviour (e .g . Luce16). 

In summary, the two essent ia l com­
ponents of the word r e t r i e v a l process are 
the evolut ion of the word store in time 
through t rans i t i ons from some s t a r t i n g 
s ta te , and a "decis ion stage" in which a 
random choice is made according to the 
r e l a t i v e levels o f cumulative a c t i v i t y . 

Verbal Behaviour and the 
Word Store Model 

Word Associat ion 

The word associat ion experiment is per­
haps the most unclut tered form of verbal 
behaviour. In i t s simplest form the 
subject is minimally constrained by g iv ­
ing a stimulus word, and any response is 
acceptable. Nevertheless, when the 
frequencies of response words are tabula­
ted fo r samples of subjects , surpr is ing 
r egu la r i t i e s emerge. The frequency d i s ­
t r i b u t i o n has a charac te r i s t i c shape, 
shown to be of the Zipf type by Skinner.22 
Response latency depends on response 
p r o b a b i l i t y as a smooth monotonic decreas­
ing func t ion , thought to be logarithmic.24 
The d i s t r i b u t i o n of latencies is close to 
the lognormal.8,12 The absolute prob­
a b i l i t y of a word in the language corre­
lates h igh ly w i th i t s average associat ive 
p robab i l i t y . 8 The rank of a word in the 
d i s t r i b u t i o n i s p o s i t i v e l y corre la ted 
w i th the number of other words in the 
response l i s t which also e l i c i t that word 
as a response.18 

This is a very incomplete l i s t . 
Numerous other f indings are summarised ir 
a recent book by Cramer.4 Those l i s t e d 
above are most c losely re la ted to the 
model and hopeful ly comprise a f a i r l y 
representat ive se lect ion of phenomena to 
be explained. Let us ou t l i ne b r i e f l y 
how the word store model accounts for 
them. 

One p a r t i c u l a r l y a t t r ac t i ve way of 
conceptual ising the operation of the 
model is to th ink of it as a s ignal f low 
graph. This is a l inear d i rected graph 
in which the nodes are words and the arcs 
are the transmission l i n k s . Every node 
adds the incoming signals and transmits 
the resu l t along the outgoing arcs. The 
values of the arcs are the transmittances 
connecting one node to another. By us in 
a basic set of elementary transformations 
which deal w i th ser ies , p a r a l l e l , s ta r , 
and se l f - l oop connections of arcs, one ca 
calculate the t o t a l transmittance between 
any node pa i r of a network.14 If the 
values of the outgoing arcs are normalise 
so that they sum to one, the representa­
t i on of a Markov chain is obtained. The 
n-step t r a n s i t i o n p r o b a b i l i t i e s , and the 
sums of n-step t r a n s i t i o n p robab i l i t i e s u 
to some l i m i t correspond respect ive ly to 
the a c t i v i t y t ransmit ted from one node to 
another at the ntn t r a n s i t i o n of the 
system, and to the cumulative a c t i v i t y 
t ransmit ted during the n t r a n s i t i o n s . 
For s i m p l i c i t y , i t is assumed here that 
the word store operates in d iscrete t ime: 
the states of a l l nodes are updated simul 
taneously during each t r a n s i t i o n . 

It is possible to assess the values 
of the arcs in th is flow graph by means o 
the word associat ion experiment, but t h i s 
is not simple.15 The problem is that th 
empir ical associat ive p robab i l i t i e s are 
not the one-step t r a n s i t i o n p robab i l i t i e s 
of the Markov chain described above. Bu 
i t is possible to obtain approximations 
from th i s data. 

The word associat ion process can now 
be described as fo l lows. Some a c t i v i t y 
is in jec ted in to the node corresponding 
to the stimulus word in the network. Th 
word store then goes through several tran 
s i t i o n s . During each of these the nodes 
sum the incoming transmissions and t rans­
mit the sum to other nodes to which they 
are connected. At some stage, which 
depends on the experimental condi t ions, 
a choice is made among the words in such 
way that the p robab i l i t y of choosing any 
one word is determined by the r e l a t i v e 
a c t i v i t y of that word. 
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If this model is used for the simu­
lation of the word association behaviour 
of a sample of subjects, a number of 
qualitative and quantitative conclusions 
can be reached. If the assumption is 
made that the transition rate is the same 
for a l l subjects, then the response 
latency w i l l depend on the number of 
transitions made by the word store. If 
we also assume that the network structure 
is the same for a l l subjects (clearly an 
over-simplif ication), then associative 
response probability corresponds to the 
total transmittance between a node pair, 
taking into account a l l possible pathways 
up to some l imit ing length. Then the 
monotonic decreasing function relating 
latency to probabil i ty, described by 
Woodworth and Schlosberg24 follows from 
the model, since act iv i ty w i l l build up 
more quickly at the nodes which have a 
strong total transmittance leading to 
them from the stimulus node. 

The response probability distr ibu­
tion has been obtained by simulation and 
is compared with some independent empiri­
cal data in Figure 1. The agreement is 
close in spite of the approximations 
involved in deriving the network data 
(described in more detail15). The 
latency distr ibution cannot be accounted 
for by the model unless further assump­
tions are made about the stopping point 
of the branching process. It seems 
reasonable to assume that the process 
stops when some threshold conditions are 
reached in the act iv i ty levels. The 
various possibi l i t ies have not been 
explored as yet in deta i l . It is worth 
pointing out that Williams23 has shown 
that for a one-dimensional branching pro­
cess the first-passage time distr ibution 
is very close to lognormal. 

The result obtained by Pollio18 
about the relationship between response 
rank and the number of other items in 
the response l i s t e l ic i t ing the word is 
obvious from the model: the more numer­
ous the pathways between stimulus and 
response, the larger the total transmit­
tance and hence the response probabil i ty. 

Finally, we reproduce here Table 1 
from Kiss15 to show the comparison be­
tween simulation and empirical data. 
The column marked ps shows the simulated 
probabil i t ies, and the columns marked 
PM1 and PM2 show the probabilit ies 
obtained from 1,000 subjects at Minne­
sota in 1954 and 1964 respectively. A 
star in the pm2 column means that the 
probability is not known, only the fact 
that the word does occur (this is due to 
the peculiarit ies of the tabulation in 
the Minnesota data, see Palermo and 

Jenkins17). It can be seen that 80 per 
cent of the words retrieved by the model 
are in the Minnesota data. The correla­
tion between the simulation and the 
Minnesota data is r=0.578. This simula­
tion involved lett ing the word store run 
through three transitions. Similar 
comparisons have been made when the stim­
ulus consists of three words, for example 
moth bird fly.12 The difference here is 
that a starting state is set up in which 
several words have nonzero act iv i t ies. 
The correlation between the empirical and 
simulated probabilities was r=0.73. 

Response Sequences 

In many experiments the subject is 
required to emit a sequence of responses. 
Responses which are acceptable can be 
specified in a number of ways. Bousfield 
and Sedgewick1 asked subjects to generate 
members of some class, l ike four-legged 
animals, names of c i t ies, etc. Less 
restr ic t ively, the subject may be asked 
to generate a continuous sequence of word 
associations to a stimulus word. One 
may also consider the free recall of a 
word l i s t as a highly restricted case of 
this process. 

How does the word store model cope 
with this situation? It is assumed that 
there are two components, carried out by 
the parallel and serial processors res­
pectively. The parallel processor is 
generating candidate items which are then 
tested for acceptability by the serial 
processor.12,15 The parallel processor 
generates the candidates by adjusting the 
probabilities with which words become 
available to the serial processor, in the 
manner described in the previous section. 
Particular questions which arise here are 
the setting up of a starting state for 
the system, and the feedback to the sys­
tem from the testing and emission of 
candidates. 

The characteristic results of the 
Bousfield and Sedgewick1 experiments and 
of the continued association experiments 
are that if the cumulative number of 
responses given is plotted as a function 
of time then the average curve is well 
described by an equation of the form 
n=c(l-e-mt). When the fine structure of 
individual curves is examined, however, 
one finds that the responses occur in 
bursts, triggered by a member of some 
sub-class, l ike domestic animals, etc. 
A related phenomenon occurs in the free 
recall of word l is ts where the items show 
a positional clustering even when the 
presentation order of the l i s t is random. 

In attempting a computer simulation 
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of such s e q u e n t i a l phenomena the assump­
t i o n was made t h a t the emiss ion of a 
response by the s u b j e c t has the same feed­
back e f f e c t as the p r e s e n t a t i o n of a 
s t i m u l u s , p o s s i b l y w i t h a n a t t e n u a t i o n 
parameter r e f l e c t i n g the " a t t e n t i o n " p a i d 
t o the e v e n t . S i m i l a r l y , t he t e s t i n g o f 
an i t em by the s e r i a l p rocessor is assumed 
to have a feedback e f f e c t , even i f the 
i t e m is r e j e c t e d as u n s u i t a b l e . Once 
these assumpt ions are made, the same 
program c o u l d be used here as f o r the 
g e n e r a t i o n o f s i n g l e a s s o c i a t i v e respon­
s e s . I t was necessary to add on ly a few 
t r i v i a l e x e c u t i v e r o u t i n e s i n o rde r t o 
genera te con t i nued a s s o c i a t i v e sequences. 

In the s i m p l e s t case the feedback 
e f f e c t was se t equa l to the s t i m u l u s 
e f f e c t and a feedback i n j e c t i o n o f a c t i ­
v i t y was made whenever a cand ida te i t em 
was t e s t e d , i r r e s p e c t i v e o f the outcome. 
The o n l y t e s t i n t h i s case was f o r p r e ­
v ious occu r rence : i f the i t em was new i t 
was e m i t t e d , i f no t i t was r e j e c t e d . The 
average curve f o r 10 runs is shown in 
F igu re 2 . I t i s q u i t e c l e a r l y o f the 
k i n d u s u a l l y observed i n these e x p e r i ­
ments . 

More impress i ve was however the 
c l e a r - c u t occur rence o f tempora l c l u s t e r ­
i n g e f f e c t s i n the i n d i v i d u a l sequences. 
An example is shown in F igu re 3. N o t i c e 
t h a t the c l u s t e r s seem s e m a n t i c a l l y 
c o h e r e n t , and t h a t t h i s e f f e c t d i d no t 
r e q u i r e the i n t r o d u c t i o n o f ' c o n c e p t u a l 
o r g a n i s i n g f a c t o r s ' i n t o the p r o d u c t i o n 
process advocated by some i n v e s t i g a t o r s 
( see , f o r example, C o f e r 3 ) . No d e t a i l e d 
e x p l o r a t i o n o f the e f f e c t s o f the p a r a ­
meters has been done at the t ime of w r i t ­
i ng t h i s paper . 

Lea rn ing Processes 

No model of v e r b a l behav iour cou ld 
be complete w i t h o u t the i n c o r p o r a t i o n o f 
l e a r n i n g mechanisms. In t h i s s e c t i o n we 
s h a l l show q u a l i t a t i v e l y t h a t the word 
s t o r e model can cover tnem in a n a t u r a l 
manner. The d e t a i l e d e x p l o r a t i o n o f 
these f a c i l i t i e s i s i n p r o g r e s s . 

There i s a vas t v a r i e t y o f e x p e r i ­
menta l paradigms f o r v e r b a l l e a r n i n g . 
Lack of space p rec ludes any e x t e n s i v e 
d i s c u s s i o n o f the f i n d i n g s , so t h a t aga in 
a s e t o f i n t e r e s t i n g examples w i l l be 
t a k e n : p a i r e d - a s s o c i a t e l e a r n i n g ( see , 
f o r example, Goss and Nod ine7 ) , mediated 
t r a n s f e r o f l e a r n i n g 1 0 and semant ic gen­
e r a l i s a t i o n ( s e e , f o r example, F e a t h e r 5 ) . 

Le t us s t a r t w i t h an e x p l o r a t i o n o f 
p o s s i b l e l o c i f o r l e a r n i n g e f f e c t s i n the 
word s t o r e mode l . The most obv ious 

p o s s i b i l i t y i s the ad jus tment o f the n e t ­
work s t r u c t u r e and o f the l i n k v a l u e s . 
As f a r as the ad jus tment of l i n k va lues 
is concerned, the scheme c l o s e l y resembles 
the Percep t ron mechanisms.21 I t shou ld 
be no ted however t h a t the cho ice of ou tpu t 
( m o n i t o r i n g ) nodes a l so c o n t r i b u t e s to the 
adap t i ve c a p a b i l i t i e s . I t seems l i k e l y 
t h a t a h i e r a r c h i c a l system o f m o n i t o r i n g 
nodes w i l l be necessary in o rder to 
r e f l e c t the c u r r e n t s t a t e o f the system. 

These p roposa ls r e s u l t i n a d i s t r i ­
bu ted s to rage o f the e f f e c t s o f l e a r n i n g . 
The scheme which is be ing exp lo red at 
p resen t is as f o l l o w s . In a p a i r e d -
assoc ia te l e a r n i n g s i t u a t i o n the s t imu lus 
node i s a c t i v a t e d , then the system is 
a l l owed to run f o r a number o f t r a n s i ­
t i o n s . Th is r e s u l t s i n a n a c t i v i t y 
p a t t e r n over a c e r t a i n area o f the n e t ­
work . The nodes w i t h the h i g h e s t 
a c t i v i t y l e v e l s are s e l e c t e d , down to 
some t h r e s h o l d l e v e l . I t i s now ascer ­
t a i n e d whether these nodes are connected 
d i r e c t l y to the d e s i r e d response node o r 
n o t . I f a connec t i on e x i s t s , i t i s 
r e i n f o r c e d ; i f i t does n o t , then a new 
connec t i on i s b u i l t . 

C l e a r l y , a number o f a l t e r n a t i v e 
schemes are p o s s i b l e and the even tua l 
cho ice w i l l have to depend on d e t a i l e d 
comparisons w i t h e m p i r i c a l d a t a . I t i s 
f e l t , however, t h a t the model has a 
q u a l i t a t i v e " f i t " . For example, a w e l l -
known e f f e c t i n p a i r e d - a s s o c i a t e l e a r n i n g 
i s t h a t ease o f l e a r n i n g inc reases w i t h 
i n c r e a s i n g m va lues of the responses. 
The m va lue is u s u a l l y d e f i n e d as the 
number of a s s o c i a t i o n s a s u b j e c t can g i ve 
to a word in a s p e c i f i e d t ime i n t e r v a l . 
In terms o f the word s t o r e model m w i l l 
be a f u n c t i o n of the network c o n n e c t i v i t y 
in the neighbourhood o f the word in ques­
t i o n . (To o b t a i n more p r e c i s e r e s u l t s 
one shou ld r e a l l y work w i t h some g raph -
t h e o r e t i c a l l y d e f i n e d " s i n k " o r " s o u r c e " 
p r o p e r t y o f a node.) I t i n t u i t i v e l y 
f o l l o w s t h a t , g i ven the l e a r n i n g scheme 
desc r i bed above, ease o f l e a r n i n g w i l l 
i nc rease i f t h e r e are many e x i s t i n g p a t h ­
ways l e a d i n g to the response t e r m . 

S i m i l a r remarks can be made about 
mediated t r a n s f e r , where the e f f e c t s o f 
e x i s t i n g a s s o c i a t i v e connec t ions on the 
t r a n s f e r o f l e a r n i n g m a n i f e s t themse lves . 
A c r i t i c i s m which can be d i r e c t e d towards 
most o f these exper iments i s t h a t t hey 
f a i l t o recogn ise the f a c t t h a t the 
a s s o c i a t i v e connec t ions are embedded in a 
ne two rk , so t h a t many a l t e r n a t i v e pathways 
are o p e r a t i n g s i m u l t a n e o u s l y . Th is may 
be one reason why the e x p l o r a t i o n of a 
number of m e d i a t i o n paradigms10 leads to 
unc lea r r e s u l t s . 
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Semantic g e n e r a l i s a t i o n , where a con­
d i t i o n e d response i s observed t o g e n e r a l ­
i se f rom one word to o thers which have 
s i m i l a r meanings, i s a n a t u r a l p r o p e r t y o f 
the word s t o r e model i f one observes t h a t 
s e m a n t i c a l l y r e l a t e d i tems form " s t r o n g l y " 
connected c l u s t e r s i n the ne twork .11 
Accord ing to the l e a r n i n g scheme desc r ibed , 
the a s s o c i a t i o n s are b u i l t i n a d i s t r i b u ­
ted f a s h i o n between some areas of the n e t ­
work and the response; hence i f semant ic 
c l u s t e r s e x i s t , semantic g e n e r a l i s a t i o n 
would f o l l o w . 

The p o s s i b i l i t y o f i n t r o d u c i n g 
i n h i b i t o r y l i n k s has not been ment ioned so 
f a r . P h y s i o l o g i c a l l y t h i s i s a very 
p l a u s i b l e mechanism. A l though the com­
p u t e r model was o r i g i n a l l y des igned to 
work w i t h e x c i t a t o r y l i n k s o n l y , i t was 
found t h a t bo th nega t i ve l i n k s and nega­
t i v e a c t i v i t y va lues can be d e a l t w i t h 
w i t h o u t changing the program. I n h i b i t i o n 
w i l l a lmost c e r t a i n l y be needed to ensure 
s e l e c t i v i t y o f response and to p reven t 
undes i red g e n e r a l i s a t i o n . 

S a t i a t i o n E f f e c t s 

We s h a l l c lose t h i s s e c t i o n of the 
paper w i t h a b r i e f d i s c u s s i o n o f s a t i a t i o n 
e f f e c t s . When a word is repeated or i n ­
spected f o r a p ro longed p e r i o d o f t i m e , 
the s u b j e c t u s u a l l y r e p o r t s t h a t the word 
loses o r changes i t s meaning. I f a f t e r 
such t rea tmen t a word a s s o c i a t i o n t e s t is 
made, then the number of uncommon or 
i r r e l e v a n t a s s o c i a t i o n s ob ta i ned increases. 

In the word s t o r e model repeated 
p r e s e n t a t i o n of a s t i m u l u s has the e f f e c t 
t h a t a c t i v i t y w i l l spread i n t o more d i s ­
t a n t reg ions and hence more d i s t a n t 
(uncommon and i r r e l e v a n t ) responses become 
l i k e l y . Since the cumu la t i ve a c t i v i t y i n 
the network i s n o r m a l i s e d , the even tua l 
l i m i t i n g s i t u a t i o n i s a more o r less f l a t 
d i s t r i b u t i o n over a l a r g e a r e a . The 
s u b j e c t i v e changes in meaning seem to imply 
t h a t t he re i s an awareness o f the o v e r a l l 
s t a t e o f the network in the s u b j e c t and 
t h a t the c o r r e c t c o g n i t i o n o f meaning 
depends on the presence of a c h a r a c t e r i s ­
t i c p a t t e r n o f a c t i v i t i e s . Th is i s the 
way in which c o n n o t a t i v e meaning can be 
rep resen ted i n the word s t o r e mode l . 

The Computer Programs 

The POP- 2 Programming Language 

The programs s i m u l a t i n g the word 
s t o r e model are a l l w r i t t e n i n POP-2. 
This i s an o n - l i n e c o n v e r s a t i o n a l program­
ming language in use at the Department o f 
Machine I n t e l l i g e n c e and P e r c e p t i o n a t 
Ed inburgh U n i v e r s i t y . 2 I t i s a p o w e r f u l 

and s o p h i s t i c a t e d language f o r non-
numer i ca l computa t ion w i t h a v a r i e t y o f 
data s t r u c t u r e s , i n c l u d i n g words , l i s t s , 
r e c o r d s , s t r i p s , and a r r a y s ; and w i t h 
p o w e r f u l f a c i l i t i e s f o r m a n i p u l a t i n g 
f u n c t i o n s . The au thor was p r e v i o u s l y 
programming in IPL-V and found POP-2 a 
cons ide rab le advance, even apar t f rom i t s 
c o n v e r s a t i o n a l a v a i l a b i l i t y . 

The f e a t u r e s which t h i s au thor found 
most u s e f u l are the combina t ion of LISP-
type l i s t p rocess ing f u n c t i o n s and the 
a b i l i t y to make ass ignments ; the s tack 
on which the arguments and r e s u l t s of 
f u n c t i o n s are p l a c e d ; the a b i l i t y t o 
man ipu la te f u n c t i o n s as da ta ; r e c o r d s ; 
good r e a d a b i l i t y of programs; and au to ­
mat ic s t o r e management (garbage c o l l e c ­
t i o n ) . 

Data S t r u c t u r e of the Model 

The main data s t r u c t u r e is h e l d in a 
v a r i a b l e c a l l e d memory. I t i s a l i s t o f 
r e c o r d s . Each r e c o r d represen ts a word 
(a node in the network) and c o n s i s t s o f 
s i x components. The components can be 
accessed by means of the s tandard updater-
s e l e c t o r doub le t f u n c t i o n s of POP-2. The 
names of these a r e : name, which handles 
a c h a r a c t e r s t r i n g ( t he word which is 
rep resen ted by the node) ; a l i s t , which 
handles the l i s t o f l i n k s emerging from 
the node, and t h e i r va lues ( s t r e n g t h s ) ; 
a c t i v i t y , which handles the numer i ca l 
va lue o f the c u r r e n t a c t i v i t y o f the node; 
sjumact, which handles the cumu la t i ve 
a c t i v i t y ; and newact , which handles the 
a c t i v i t y r e c e i v e d by the node d u r i n g the 
c u r r e n t t r a n s i t i o n o f the system. One 
f u r t h e r component o f the r eco rd is used 
i n address ing the d i s c s t o r e w i t h l a rge 
ne two rks . 

The component a l i s t i s a l i s t o f 
p a i r s . The f i r s t element o f the p a i r 
is a p o i n t e r to a node, and the second is 
the numer i ca l v a l u e . I f the network i s 
l a r g e , on l y t h e records are kept i n core 
s t o r e and the a l i s t 1 s are s t o r e d on d i s c . 
Before each u p d a t i n g c y c l e (see F igu re 4) 
the a l i s t ' s of the nodes which have a 
nonzero a c t i v i t y are b rough t i n t o core 
s t o r e , and a l l o t he r a l i s t ' s , i f any, are 
e rased . I n t h i s way on l y the c u r r e n t l y 
a c t i v e nodes have a s s o c i a t i o n l i s t s 
a t t a c h e d to them and core s t o r e demands 
are kept low. 

Main Func t ions of the Model 

The c e n t r a l f u n c t i o n i s the main 
u p d a t i n g c y c l e o f the ne twork , c a l l e d 
c y c l e . Th is f u n c t i o n works th rough the 
memory l i s t and f o r each node i t m u l t i ­
p l i e s the a c t i v i t y o f the node w i t h the 
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strengths of the l i nks on the a l i s t . and 
adds the resu l t to the contents of the 
newact's of the nodes to which the l i nks 
go-

To i l l u s t r a t e the f lavour of the 
language, we give in Figure 4 the func­
t i on i t s e l f , exact ly as typed on a 
Teletype, apart from the under l in ing 
which is included here fo r r e a d i b i l i t y . 
The underl ined words are syntax words and 
cannot be used as i d e n t i f i e r s . The 
standard funct ions lid and t l select the 
head (LISP car) and t a i l (TTSP cdr) of a 
l i s t . The hor i zon ta l arrow is the assign­
ment s ign . Apart from the usual bracke­
ted func t iona l no ta t i on , a . l im i t ed form 
of inverse Pol ish nota t ion is avai lab le 
by means of the dot operator. For 
example, m. t l s t l (m) takes the t a i l of the 
l i s t m. Most of the other features 
shoulcl be se l f - ev i den t . 

When the end of the memory l i s t is 
reached, the funct ion t rans fer is c a l l e d . 
It adds the contents of newact to sumact 
(updating the cumulative a c t i v i t y ) , t rans­
fers the newact in to the a c t i v i t y , and 
clears the newact, fo r each node. 

The two func t ions , cycle and transfer, 
together def ine a t r a n s i t i o n of the sys­
tem. Most of the other funct ions are 
executive rou t ines , generating one or 
another kind of behaviour, or u t i l i t y 
rout ines fo r b u i l d i n g , modify ing, reading 
and p r i n t i n g network s t ruc tu res . 

As an example, the rout ine asequence, 
used fo r the generation of continued 
associat ions, operates as fo l l ows . 

Request a stimulus from the console. 
Clear the a c t i v i t i e s and cumulative 

a c t i v i t i e s . 
Set the a c t i v i t y of the stimulus to 

1 . 
Set the time counter to 0, and 

i n i t i a l i s e a response l i s t . 
1. Drive the memory through 3 t r a n s i ­

t i o n s . 
Normalise the cumulative a c t i v i t i e s 

to 1 over the memory. 
Make a random choice weighted by the 

cumulative a c t i v i t i e s . 
Look up the selected response on the 

response l i s t : 
- i f i t i s on the l i s t , go to 2 ; 
- i f i t i s no t , then put i t on the 

l i s t , p r i n t the name of the 
response, fo l lowed by the time 
count; 

2. Clear the a c t i v i t i e s . 
Set the a c t i v i t y of the response to 

1 . 
Increment the time count, p r i n t a 

newl ine, goto 1. 

The main funct ion for modifying the 
network is associate, which takes the 
names of two nodes as arguments and b u i l d 
a l i n k w i th a spec i f ied value between 
them. I f the l i n k already ex i s t s , the 
old value is replaced by the new one. If 
one or both of the nodes are new, then 
fresh nodes are created and the new names 
are assigned to them. The l i nk is then 
inserted normal ly. 

A usefu l funct ion in the learning 
processes is a l i n k , which is a doublet 
fo r accessing or updating the value of a 
l i n k between two spec i f ied nodes. In 
POP-2 a doublet is a funct ion which can 
occur e i the r as the source or the destina 
t i on of an assignment. Thus, a l ink (x,y)+z 
selects the value of the l i nk between the 
nodes x and y and places it i n to z, whi le 
z a l i n E ( x , y ) updates the value of the 
l i n k between x and y to be _z. The up-
dater par t of the funct ion a l ink w i l l 
also create a new l i n k if it does not yet 
e x i s t . 
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