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Abst rac t 

This paper g ives an overview of the present 
s ta tus and fu tu re plans of a research p ro jec t 
aimed at communicating in na tu ra l language w i t h an 
i n t e l l i g e n t automaton. The automaton in quest ion 
is a computer -cont ro l led mobile robot capable of 
autonomously acqu i r i ng in fo rmat ion about i t s en­
vironment and performing tasks normal ly r e q u i r i n g 
human superv i s ion . By na tu ra l language communi­
ca t i on is meant the a b i l i t y of a human to suc­
c e s s f u l l y engage the robot in a d ia log using 
simple Eng l ish d e c l a r a t i v e , i n t e r r o g a t i v e , and 
imperat ive sentences. Communication is accom­
p l i shed by means of a na tu ra l language i n t e r ­
p r e t i v e quest ion-answering system (ENGROB) 
cons i s t i ng of s i x d i s t i n c t components: a syntax 
analyser , a semantic i n t e r p r e t e r , a model of the 
r o b o t ' s environment, a deduct ive, automatic theorem-
proving system, an Eng l ish output generator , and 
a r e p e r t o i r e of basic robot c a p a b i l i t i e s f o r sensing 
and manipu la t ing the environment. An example is 
g iven tha t i l l u s t r a t e s the type of processing done 
by each component, and the nature of component 
i n t e r a c t i o n s . 

Desc r ip t i ve Terms: Natura l language, Eng l i sh , 
Systems, robots , i n t e l l i g e n t 
automata. 

X, I n t r o d u c t i o n 

The advent of computer -cont ro l led robots 
capable of autonomously sensing a r ea l -wo r l d 
labora to ry environment, cons t ruc t ing a dynamic 
model of such an environment, and manipulat ing 
var ious ob jec ts in t ha t environment has provided 
a unique oppor tun i t y f o r research in computat ional 
l i n g u i s t i c s . The quest ion of how one might apply 
cur ren t l i n g u i s t i c theory in the design of a con­
v e r s a t i o n a l , n a t u r a l language robot communication 
system is c e r t a i n l y an i n t e r e s t i n g problem in i t s 
own r i g h t . I t i s the au thor ' s con ten t ion , however, 
t h a t some aspects o f l i n g u i s t i c theory i t s e l f 
could be s i g n i f i c a n t l y in f luenced by research in 
t h i s a rea . We w i l l examine the argument f o r t h i s 
p o s i t i o n i n the conc lus ion . 

There are at l eas t th ree p ro jec ts throughout 
the country a t tempt ing t o design in teg ra ted a r t i ­
f i c i a l i n t e l l i g e n c e systems t ha t inc lude a 
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computer-contro l led automaton of the type descr ibed 
above. I n t e l l i g e n t hand-eye machines are being 
inves t iga ted in two separate programs, one under 
Professors M. L. Minsky and S. Papert at MIT, and 
the other under Prof . J. McCarthy at Stanford 
U n i v e r s i t y . At Stanford Research I n s t i t u t e we are 
endeavoring to b u i l d a mobile automaton capable of 
exp lo r ing a rea l -wo r l d labora to ry environment. A 
more general d iscuss ion of the goals of the SRI + 
robot p ro jec t may be found in a paper by N i l s s o n ; 1 

whi le d e t a i l s o f robot problem-solv ing c a p a b i l i t i e s 
may be found in Green.2 

The present paper is based on work in progress 
on a system c a l l e d ENGROB, a natura l - language, 
i n t e r p r e t i v e , quest ion-answering system used to 
communicate w i t h the SRI robot in simple Engl ish 
sentences. Because ENGROB is not yet f u l l y imple­
mented, some of what fo l l ows should be considered 
to be specu la t i on . However, simple examples based 
on running programs w i l l be used to i l l u s t r a t e the 
nature of the problems encountered in n a t u r a l -
language communication w i t h the SRI robot . The 
appendix g ives a representa t i ve l i s t o f Engl ish 
sentences tha t can be processed by ENGROB, together 
w i t h t h e i r t r a n s l a t i o n s . The l i s t i s perhaps the 
s implest way f o r the reader to ob ta in an i n t u i t i v e 
f e e l f o r ENGROB*s cur ren t l e v e l of performance. 

The basic paradigm tha t has guided the develop­
ment of ENGROB is (1) t r a n s l a t e Eng l ish statements, 
quest ions, and commands i n t o a formal language 
based on the f i r s t - o r d e r pred icate ca l cu lus ; (2) 
perform any necessary deduct ive Inferences based on 
the cur ren t set of opera t iona l axioms and the cur rent 
s ta te of the r o b o t ' s model of the environment; and 
(3) generate as appropr ia te an Eng l ish output sen­
tence and/or a sequence of p r imat i ve funct ions 
w i t h i n the set o f basic robot c a p a b i l i t i e s f o r 
sensing and manipulat ing the environment. The 
I n i t i a l t r a n s l a t i o n t o the pred icate ca lcu lus i s 
accomplished by means of syn tac t i c and semantic 
analyses based on a la rge c o l l e c t i o n of product ions 
or pa t t e rn -ope ra t i on r u l e s , wh i le deductions are 
c a r r i e d out by means of a reso lu t ion-based automatic 
theorem prover . Eng l i sh output sentences are pro­
duced by t r a n s l a t i n g answer expressions in the 
pred ica te ca lcu lus i n t o t h e i r Eng l ish equ iva len ts , 
again by means of a set of product ions. For 

* References are l i s t e d at the end of t h i s paper. 
** ENGROB depends upon the work of many i n d i v i d u a l s 
in our group. B, Raphael, C.Green, R.Yates,J,Munson, 
and N. N i l sson have con t r i bu ted to the theorem-proving 
component; L .Cha i t i n and C Fennema have developed the 
FORTRAN component; R.Duda and P.Hart con t r i bu ted to 
the v i s i o n component; and A.Robinson aided in the 
implementat ion. 
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comparison w i t h standard terminology used by l i n ­
g u i s t s , the p red ica te ca lcu lus p lays e s s e n t i a l l y 
the same r o l e as a natura l - language "deep s t r u c t u r e " 
( c f . Chomsky*), and i t i s proper to regard the 
p red ica te ca lcu lus in ENGROB as a s o r t of deep 
s t r u c t u r e (c f .Bohner t and Backer 4 ) . 

I f , du r ing the course o f t r a n s l a t i n g the 
source statement the semantic analyzer uncovers an 
unclear p o r t i o n of the t e x t or an unresolvable 
ambigui ty , the system assigns to the user a ser ies 
of quest ions on the unc lear p o r t i o n s . The charac-
t e r of these quest ions depends in pa r t on the 
context o f the conversa t ion . The u s e r ' s r e p l i e s 
to these quest ions may be regarded as paraphrases 
of the unclear p o r t i o n s . The system then r e ­
analyzes the t e x t . I f necessary, the system again 
assigns quest ions to the user , and in t h i s manner 
es tab l i shes a d i a l o g between the user and the robo t . 
By means of t h i s d i a l o g the user c o n t i n u a l l y s im­
p l i f i e s the f o rmu la t i on o f h i s task s p e c i f i c a t i o n 
u n t i l i t i s complete ly understood by the system. 
An example w i l l i l l u s t r a t e how t h i s paradigm works 
i n p r a c t i c e . 

I I . O r g a n i z a t i o n of Robot Software 

F igure 1 shows the o rgan i za t i on of the robot 
so f tware . The l e f t - h a n d s ide of the f i g u r e (LISP) 
e s s e n t i a l l y corresponds to the ENGROB system. The 
r i g h t - h a n d s ide (FORTRAN) e s s e n t i a l l y corresponds 
to the p r i m i t i v e func t i ons and r e f l e x i v e ac t ions 
necessary to support the r o b o t ' s basic sensory-
motor I n t e r a c t i o n w i t h the r e a l w o r l d . These 
f unc t i ons are programmed f o r the most pa r t in 
FORTRAN and machine language, wh i l e the h igher -
l e v e l rou t i nes in ENGROB are programmed f o r the 
most pa r t in LISP. I n t e r a c t i o n between the FORTRAN 
and LISP components is f a c i l i t a t e d by a s p e c i a l l y 
designed moni tor c a l l e d the VALET. The subcom­
ponents of ENGROB Ind i ca ted In F i g . 1 and the f low 
of c o n t r o l between them bears s t rong resemblance to 
the o rgan i za t i on o r i g i n a l l y suggested by Bobrow f o r 
h i s SENSE natura l - language quest ion-answer ing system 

More p r e c i s e l y , ENGROB is composed of s i x major 
components which we s h a l l consider in t u r n : a syntax 
analyzer , a semantic I n t e r p r e t e r , an axiom model, 
an i n f e r e n t i a l component, an output-sentence 
generator , and an o u t p u t - a c t i o n generator . 

I l l . Syntax Analyzer 

The syntax analyzer is based on a t r a n s f o r ­
mat iona l grammar f o r a subset of Eng l i sh impera t i ve , 
d e c l a r a t i v e , and I n t e r r o g a t i v e sentences. The 
vocabulary Is u n r e s t r i c t e d I nso fa r as ad jec t i ves 
and nouns are concerned and in t h i s sense ENGROB's 
analyzer Is s i m i l a r to a t rans fo rma t iona l parser 
proposed by Thorn.6 The grammar cons is ts of two 
subcomponents: a t rans fo rma t iona l component 
serves the purpose of decomposing complex senten­
ces I n t o t h e i r s impler kerne l sentences so tha t 
pars ing can be accomplished by the base component 
in a more e f f i c i e n t manner. The base component is 
de r i ved from a simple phrase s t r u c t u r e grammar 
w r i t t e n in Backus-Naur Form. 

The use of t rans format ions in the syntax 
analyzer i s c u r r e n t l y r e s t r i c t e d t o s t r i n g t r ans ­
format ions t ha t map te rmina l symbols i n t o other 
t e rm ina l s . The most conspicuous use of t r ans ­
format ions in the cu r ren t grammar is to recognize 
I n t e r r o g a t i v e sentence forms e i t h e r through sub jec t -
p red ica te invers ions or i n t e r r o g a t i v e pronouns, and 
to map them i n t o t h e i r corresponding d e c l a r a t i v e -
sentence forms. These transformed d e c l a r a t i v e 
sentences are then passed to the base component 
f o r complete a n a l y s i s . In t h i s manner, by adding 
a dozen t rans format ions to the t rans fo rmat iona l 
component, we e l i m i n a t e the need f o r p r a c t i c a l l y 
doubl ing the s ize of the d e c l a r a t i v e base analyzer 
merely to handle i n t e r r o g a t i v e sentences. Another 
simple but important use of t rans format ions is in 
mapping p l u r a l noun and verb forms i n t o t h e i r cor ­
responding s ingu la r form to f a c i l i t a t e unique 
i d e n t i f i c a t i o n in the deep s t r u c t u r e . 

The base component of the grammar was taken 
e s s e n t i a l l y w i thou t change from the GRANIS s y s t e m , 8 

a predecessor of ENGROB developed by the author 
f o r a p p l i c a t i o n t o g raph ica l quest ion-answer ing 
systems. H i s t o r i c a l l y , t h i s base component was 
Implemented as a set of product ions in Formula 
A l g o l . Wi th smal l e f f o r t these product ions were 
then t r a n s l i t e r a t e d i n t o LISP ( w i t h t h e i r c o n t r o l 
programs) in order to main ta in c o m p a t i b i l i t y w i t h 
the remainder of the system. In previous work t h i s 
base component was expanded by f i r s t adding new 
ru l es to the BNF grammar, app ly ing the Ear ley 
A lgor i thm 9 to the BNF grammar, and then post ­
e d i t i n g the r e s u l t i n g product ions to ob ta i n an 
e f f i c i e n t one-pass, syn tax -d i rec ted recognizer f o r 
the BNF grammar. In more recent work w i t h ENGROB, 
however, it has been found to be more convenient to 
work d i r e c t l y w i t h the product ions themselves, 
abandoning the o r i g i n a l BNF grammar. Thus, under 
the cur ren t s t ra tegy the product ions are t rea ted as 
a separate programming language f o r grammar con­
s t r u c t i o n , and new product ions are added d i r e c t l y 
to the recognizer as needed. 

The form of the product ions is as f o l l o w s : 

L I : or / > 0 / Y * L2; 

where LI and L2 are l a b e l s , cr and 0 are s t r i n g s , 
> i nd i ca tes a replacement ope ra t i on , V Is a 
sequence of semantic p roduc t ions , the a s t e r i s k 
i nd i ca tes a " r e a d " opera t ion t a k i n g the next word 
in the i npu t s t r i n g and p lac ing i t a t the top o f 
the s y n t a c t i c s tack , and the semicolon Is a punc­
t u a t i o n mark d e l i m i t i n g the scope of the p roduc t ion . 
L I , > , 0 , v , and the a s t e r i s k are o p t i o n a l charac­
t e r s , wh i l e both diagonal bars , or, L2 and the 
semicolon are mandatory f o r each p roduc t i on . Flow 
o f c o n t r o l f o r the product ions i s de f ined as fo l l ows : 
I f , in the course o f ana l ys i s , c o n t r o l reaches the 
c l u s t e r o f product ions l abe led L I and the r igh t -hand 
p o r t i o n of the contents o f the s y n t a c t i c s tack is an 
Instance of the p a t t e r n s t r i n g or, then: 

(1) Replace tha t p o r t i o n o f the s tack tha t 
was matched by a, w i t h 0 (which w i l l In 
genera l depend on the p o r t i o n of the stack 
matched, s ince f r e e - c l a s s va r i ab les be­
come bound i f the match is success fu l ) . 
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(2) Execute the sequence y i f present . 

(3) I f an a s t e r i s k is I nd i ca ted , read a new 
word i n t o the s y n t a c t J : s tack from the 
inpu t s t r i n g . 

(4) Go to the c l u s t e r of product ions labe led 
L2. 

Otherwise, i f the stack f a i l s t o match the p a t t e r n 
s t r i n g or, c o n t r o l is passed to the next product ion 
in the sequence. Poss ib le pa t t e rn elements f o r 
the pa t t e rn s t r i n g a inc lude te rmina l constants , 
c lass va r i ab les de f ined in terms of te rmina l con-
s tan ts or boolean combinations of o ther c lasses, 
the pa t t e rn $ 1 , which can match a s i ng le a r b i t r a r y 
c o n s t i t u e n t , or the p a t t e r n $, which may match an 
a r b i t r a r y number of a r b i t r a r y cons t i t uen ts much as 
in the COMIT language. So tha t p a r t i c u l a r values 
of the stack may be referenced in the replacement 
p o r t i o n , 0, the r e s u l t of any successfu l match 
may cause o p t i o n a l e x t r a c t i o n va r iab les to be 
bound to the value of a match w i t h a c lass v a r i a b l e . 
More exp lana t ion together w i t h examples of t h i s 
process may be found in Ref. 7. 

Transformat iona l product ions have the same 
form as base component product ions except f o r the 
f a c t t ha t the scanning f o r a match is from l e f t 
to r i g h t across the e n t i r e sentence ra the r than 
from r i g h t to l e f t across the syn tac t i c s tack. Any 
pat tern-e lement sequence can be quoted, i n d i c a t i n g 
tha t pa t t e rn matching is to be accomplished at the 
character l e v e l in a p a r t i c u l a r word ra the r than 
a t the l e x i c a l l e v e l , and in t h i s manner t e s t i n g 
f o r p l u r a l s and standard s u f f i x e s or p re f i xes can 
be achieved. 

One of the d i f f i c u l t i e s uncovered by our 
research on the s y n t a c t i c component was a pure ly 
pragmatic one. We were d isconcer ted to f i n d tha t 
as we added more and more t rans format ions to the 
grammar, the t ime f o r processing kerne l sentences 
( t o which t rans format ions are i napp l i cab le ) in-
creased in p ropo r t i on to the complexi ty o f the 
grammar. This was a c l e a r l y unaccept ib le s ta te 
o f a f f a i r s , s ince in an i dea l implementat ion the 
processing t ime f o r kerne l sentences should remain 
e s s e n t i a l l y constant , regard less of the number of 
t rans fo rmat ions . This l ed us to the no t i on of 
d i s t r i b u t i n g the t rans format ions throughout the 
base component, thereby b l u r r i n g the d i s t i n c t i o n 
between the two subcomponents in our implementat ion, 
l eav ing us w i t h a grammar tha t a l though t e c h n i c a l l y 
not a t r ans fo rma t i ona l grammar, s t i l l has t r a n s ­
fo rma t iona l power. P re l im inary evidence shows 
t h a t t h i s approach y i e l d s a marked improvement in 
pars ing e f f i c i e n c y , but we do not yet perceive any 
t h e o r e t i c a l i m p l i c a t i o n s i n t h i s s t r a t e g y . 

IV,Semantic I n t e r p r e t e r 

T r a n s l a t i o n of a we l l - fo rmed Eng l i sh source 
statement i n t o an equ iva len t we l l - fo rmed formula 
i n the f i r s t - o r d e r p red ica te ca lcu lus i s accom­
p l i shed by means of a set of semantic product ions 
i n t e r l e a v e d w i t h the s y n t a c t i c p roduc t ions . The 
semantic product ions have an i d e n t i c a l form and 

f low c o n t r o l w i t h the except ion tha t the * oper­
a t i o n is never used and the product ions operate on 
a separate semantic s tack. The method of i n t e ­
g r a t i n g the syn tac t i c and semantic ana lys is w i t h i n 
a common product ion framework has been c a l l e d 
Syntax-Directed I n t e r p r e t a t i o n , and examples of 
t h i s process can a lso be found in Ref. 7. 

The appendix shows t h i r t y sample sentences 
together w i t h t h e i r t r a n s l a t i o n i n t o the pred icate 
ca l cu lus . Dec la ra t i ve sentences, such as SI - S10, 
are entered d i r e c t l y i n t o the quest ion-answering 
system as axioms; i n t e r r o g a t i v e sentences, such 
as Ql - Q10 are submitted as asser t ions to be 
proved by the i n f e r e n t i a l component. Simple 
requests, such as CI - C4, are t r ans la ted d i r e c t l y 
i n t o FORTRAN commands ( c f . Table 1) and passed to 
the command i n t e r p r e t e r . Complex imperat ives , 
such as C5 - CIO, are t rea ted as asser t ions about 
the p o s s i b i l i t y of d iscover ing a sequence of 
p r i m i t i v e ac t ions tha t accomplish a task subject 
to spec i f i ed c o n s t r a i n t s . Therefore, they are 
t rea ted in much the same fash ion as quest ions. 

Most of the pred icates are se l f - exp lana to r y , 
but a d e t a i l e d look at one of the more d i f f i c u l t 
sentences, S10, w i l l serve as a guide f o r under­
standing the remaining formulas. The i n i t i a l 
de terminat ion by the syn tac t i c component is the 
a p p l i c a b i l i t y o f the ac t i ve /pass ive voice t r ans ­
format ion which then maps the g iven sentence i n t o 
i t s ac t i ve form: "John pushed the t a l l box . " Next, 
the base component recognizes the past tense of 
the verb "push" and sets the Time pred icate accor­
d i n g l y . The ad jec t i ve " t a l l " and the noun "box" 
each map i n t o the In p red i ca te . The f i n a l w e l l -
formed formula can be i n t e r p r e t e d roughly as f o l l ows : 
There e x i s t s a s ta te s, an ob jec t x, and places y 
and z such tha t s is equal to a s ta te obtained 
from some i n i t i a l s ta te S i by having John push x 
from y to z, where x is charac ter ized by being both 
in the c lass o f t a l l ob jec ts and in the c lass o f 
boxes, and, fu r thermore, s happened in the past . 
Note t ha t the l e t t e r R ( f o r Robot) in some of the 
other sentences corresponds to the antecedent of 
the pronoun " you " . 

The pred ica te ca lcu lus has thus f a r proved to 
be a s u f f i c i e n t l y powerful i n t e r n a l represen ta t ion 
f o r cap tu r ing the meaning of our simple Eng l ish 
sentences. As our grammar expands to handle i n ­
c reas ing ly complex sentences, i t w i l l probably 
cont inue to serve as our "deep s t r u c t u r e " rep re ­
sen ta t ion w i t h a few minor m o d i f i c a t i o n s . Of 
course an a d d i t i o n a l advantage of using pred icate 
ca lcu lus as an i n t e r n a l represen ta t ion f o r the 
meaning of Eng l i sh sentences is tha t we then have 
a common language f o r represent ing both the l i n ­
g u i s t i c and n o n l l n g u i s t i c In fo rmat ion about the 
wor ld v i t a l t o i n t e l l i g e n t communication w i t h the 
robo t . Moreover, we then c a p i t a l i z e on e f f o r t 
expended by l o g i c i a n s in e s t a b l i s h i n g the l o g i c a l 
p rope r t i es of the pred ica te c a l c u l u s , and can p re ­
c i s e l y descr ibe the c lass o f deduct ions poss ib le 
w i t h i n our framework. The l o g i c a l l i m i t a t i o n s on 
competing rep resen ta t ions , such as d i r e c t e d graph 
networks or d e s c r i p t i o n l i s t s , are not always obvious. 
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One of the t h e o r e t i c a l issues uncovered by our 
work on the semantic component was how to f i n d a 
canonical set o f predicates f o r descr ib ing ac t i ons . 
What is being sought is a reasonably small but 
complete l i s t o f predicates tha t could exhaust ive ly 
descr ibe a l l the essen t i a l features of an a c t i o n . 
A t e n t a t i v e l i s t based on work by N. Rescher10 is 
presented below: 

Our basic premise is t h a t the adequacy of any 
deep-s t ruc tu re represen ta t ion should be measured 
by the c lass of quest ions tha t can be e a s i l y ans­
wered by the data when represented in that form; 
hence the requirement f o r c l ose l y t y i n g the 
pred icates to quest ions tha t can be reasonably 
asked about an a c t i o n . We are not yet c e r t a i n 
t ha t the above l i s t i s genera l l y adequate, but 
f o r purposes or our robot work i t seems to be 
s u f f i c i e n t f o r the t ime being. 

V. The Axiom Model 

Three kinds of i n fo rmat ion are contained in 
the axiom model: geometric r e l a t i o n s h i p s represen­
ted in the g r i d model, r u les desc r ib ing con­
s t r a i n t s on the r o b o t ' s c a p a b i l i t i e s f o r sensing 
and manipu la t ing the wor ld , and d e s c r i p t i v e i n f o r ­
mation ex t rac ted from d e c l a r a t i v e sentences 
obta ined dur ing conversat ion w i t h humans. The 
g r i d model descr ibes the p o s i t i o n , s i z e , and 
o r i e n t a t i o n of var ious ob jec ts and obstacles by 
p a r t i t i o n i n g a p lan view of the r o b o t ' s env i ron ­
ment and imposing a ca r tes ian coordinate system. 
Axioms about the p o s i t i o n and o r i e n t a t i o n of 
var ious ob jec ts i n c l u d i n g the robot are entered 
i n t o the axiom model au tomat i ca l l y as they are 

updated in the g r i d model. Axioms tha t descr ibe 
the i n i t i a l and boundary cond i t ions f o r var ious 
sequences of p r i m i t i v e FORTRAN commands are per­
manently entered here, and are used dur ing problem-
so lv ing and quest ion-answering opera t ions . The 
axiom model grows dynamical ly dur ing the course of 
conversat ion as humans type dec la ra t i ve sentences, 
s ince these statements are t r ans la ted i n t o the 
pred icate ca lcu lus and entered d i r e c t l y i n t o the 
s tore of axioms tha t can be used f o r f u tu re i n f e r ­
ences. 

VI.The I n f e r e n t i a l Component 

Deductions are implemented by means of a h i gh l y 
e f f i c i e n t , automatic, deduct ive theorem-proving 
system, QA3, developed by Green and Raphael11 and 
based on Robinson's r e s o l u t i o n procedure. QA3 
discovers proofs by r e f u t a t i o n . To prove a theorem 
by r e f u t a t i o n , one f i r s t hypothesizes the negat ion 
of the theorem and then attempts to ob ta in a con­
t r a d i c t i o n , i f one e x i s t s , by at tempt ing and then 
f a i l i n g to const ruc t a model tha t s a t i s f i e s both 
the axioms and the negat ion of the theorem. If 
such a model cannot be found, then it has achieved 
a cons t ruc t i ve proof of the a f f i r m a t i v e statement 
of the theorem, and can answer not merely YES or 
NO as to whether the o r i g i n a l hypothesis was a 
theorem, but a lso f o r what values of the e x i s t e n -
t i a l l y q u a n t i f i e d va r iab les the theorem w i l l be 
v a l i d . I t is t h i s important fea ture of QA3, as a 
theorem prover, t ha t permits i t s a p p l i c a t i o n to 
quest ion answering and problem so l v i ng . 

QA3's e f f i c i e n c y is g r e a t l y enhanced by the 
a d d i t i o n of a number of completeness-preserving 
h e u r i s t i c s — i . e . , h e u r i s t i c s tha t l i m i t the scope 
of search f o r a proof w i thout v i o l a t i n g the l o g i c a l 
completeness of the basic r e s o l u t i o n procedure. 
The d iscovery of new h e u r i s t i c s of t h i s type 
appears to be a f r u i t f u l area f o r f u tu re research. 

V I I . The Output-Sentence Generator 

Output sentences are produced by means of a 
small generat ive grammar based on the same pro ­
duct ions descr ibed e a r l i e r . Thus, we see a very 
wide a p p l i c a t i o n o f t h i s so r t o f r ew r i t e r u l e 
appearing in a l l o f the l i n g u i s t i c components o f 
t h i s system. The form of the rep l y sentence is 
f r equen t l y determined by app ly ing a simple t r ans ­
format ion to the inpu t quest ion or command. For 
example, " W i l l you do x?" may g ive r i s e to "Yes, 
I w i l l . " or "No, I w i l l not do x . " Occas iona l ly , 
however, the output sentence w i l l have a n o n t r i v i a l 
s y n t a x — i . e . , one tha t is not immediately obta inab le 
from a simple t rans format ion of the i npu t . For 
example, "Move ten fee t f o r w a r d , " may give r i s e to 
the rep l y " I can move on ly f i v e f ee t because there 
is a wa l l in f r o n t of me." Here we see t h a t semantic 
i n fo rmat ion contained in the axiom model determines, 
in p a r t , the form o f the r e p l y . 

V I I I . The Output -Act ion Generator 

The r e s u l t of most imperat ive sentences (as 
w e l l as c e r t a i n i n t e r r o g a t i v e sentences tha t r e ­
qu i re f o r t h e i r answer not on ly i n fo rma t ion 
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contained In the model, but a lso In fo rma t ion t ha t 
must be obta ined by i nspec t i on of the r e a l wor ld ) 
w i l l be a sequence of t w o - l e t t e r FORTRAN commands 
w i t h appropr ia te arguments which are then passed 
to the FORTRAN subsystem f o r execu t ion . Table 1 
shows a p a r t i a l l i s t of these commands to g ive the 
reader a b e t t e r understanding of the r o b o t ' s 
r e p e r t o i r e of basic a c t i o n s . Upon execu t ion , each 
command re tu rns i n fo rma t i on to ENGROB about i t s 
success and other sensory data acqu i red , i f any, 
f o r I nco rpo ra t i on i n t o the model. In t h i s manner 
ENGROB can monitor the progress of the robot In 
execut ing a sequence of p r i m i t i v e commands, and 
reass ign a new sequence or subsequence as necessary 
due to unan t i c ipa ted obs tac les . 

ix AN EXAMPLE 

Now tha t we have examined the var ious compon-
ents of ENGROB i n d i v i d u a l l y , l e t us see how they 
a c t u a l l y i n t e r a c t by means of a concrete example. 
Consider the f o l l o w i n g scenar io which we expect 
to accomplish dur ing the next few months: 

Scene: Two people are seated at te le types in the 
robot room which i s f i l l e d w i t h var ious 
cubes and wedges. 

Time: 2:45 p.m. 

Person. : B r ing me a smal l cube at 3:00 p.m. 

Robot: There are two smal l cubes. 

Person. : B r ing me the smal ler cube. 

Robot: OK 

Person. : W i l l you push a small cube? 

Robot: Yes, I w i l l push a smal l cube. 

Person : When w i l l you push the cube? 

Robot: I w i l l push the cube at 3:00 p.m. 

Time: 3:01 p.m. 

Robot: I have brought you a smal l cube. 

Person : Thank you. 

The f i r s t s tep in processing the sentence 
"B r i ng me a small cube at 3:00 p.m." is to t r a n s ­
l a t e i t i n t o the pred ica te c a l c u l u s . The s y n t a c t i c 
component es tab l i shes t ha t i t i s a we l l - fo rmed 
impera t i ve sentence, and the semantic component 
a c t u a l l y c a r r i e s out the t r a n s l a t i o n , g i v i n g 

C: 

The "C" asser ts t h a t the l o g i c a l type of the f o l l o w ­
i ng w f f i s "command/' The w f f I t s e l f asser ts tha t 
there e x i s t s a s t a t e s and an ob jec t x such t ha t 
the ob jec t is a t Person, in Sta te s , the ob jec t is 
sma l l , the ob jec t Is a cube, and the s t a t e occurs 
at t ime 1500. 

The next s tep is to pass the w f f to QA3 as an 
a s s e r t i o n to be proved. Let us assume t h a t among 
our data base of f a c t s about the environment we have: 
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to t r a n s l a t e these expressions i n t o the pred icate 
ca lcu lus and the t ransformat ions necessary to 
generate the output r e p l i e s comprise less than 
h a l f of the t o t a l processing requ i red . The greates t 
p o r t i o n of the processing time is consumed by the 
theorem prover, QA3, in es tab l i sh i ng the f e a s i b i l i t y 
of composing a sequence of p r i m i t i v e func t ions 
which, when executed, w i l l accomplish the des i red 
goa l . P re l im inary evidence ind i ca tes tha t as 
humans des i re to have more substant ive conver­
sat ions w i t h the robot , i n f e r e n t i a l requirements 
w i l l grow, w i t h the r e s u l t that QA3 w i l l consume a 
s t i l l g rea te r p ropor t ion o f the t o t a l processing 
t ime. 

During a demonstrat ion, many people, t h e i r 
enthusiasm whetted by some p re l im ina ry success 
w i t h a comparat ively t r i v i a l command l i k e "Turn 
r i g h t " , w i l l go on to pose a problem fo r the robot 
tha t i s d rama t i ca l l y beyond i t s present c a p a b i l i t y . 
There seems to be a machine- l ike r e g u l a r i t y in 
most humans' lack of apprec ia t ion f o r the t a c i t 
assumptions regard ing geometric space-time r e ­
l a t i o n s h i p s and the volume of una r t i cu l a t ed 
knowledge about the p o s s i b i l i t y o f , and cons t ra in t s 
on, c e r t a i n kinds of behavior tha t are i m p l i c i t 
in the simple Eng l ish sentences they can type to 
the robo t . This phonomenon is vaguely remin is ­
cent of the master chess p layer who is incapable 
of a r t i c u l a t i n g by what p r i n c i p l e s he is able to 
p lay mas te r - leve l chess to the designer of a chess-
p lay ing program. 

As I see i t , the i m p l i c a t i o n t h i s observat ion 
has f o r l i n g u i s t i c s is as f o l l ows : Inso fa r as 
l i n g u i s t s seek to exp la in how people "understand" 
language, they w i l l have to s h i f t some of t h e i r 
a t t e n t i o n away from the grammatical aspects of 
language--generat ion and pars ing sentences--and 
focus more a t t e n t i o n on how people b r ing t h e i r 
immense data base of knowledge about the wor ld 
to bear in a re levan t manner on the comprehension 
of some s t r i n g of l e x i c a l items in the context 
of some p a r t i c u l a r universe of d iscourse. And, 
fu r thermore, they w i l l have to focus on the methods 
by which people b r i ng t h e i r knowledge to bear even 
when in ferences are requ i red to several l e v e l s of 
i n d i r e c t n e s s . 

Because of the enormous complexi ty of t h i s 
t o t a l process, and because humans appear to do it 
in what seems to be n e g l i g i b l e t ime and e f f o r t , 
there is a s t rong temptat ion to descr ibe the 
process as some k ind of Gesta l t phenomenon, not 
descr ibab le in terms of a c o l l e c t i o n of a n a l y t i c 
procedures. Based on the p re l im ina ry r e s u l t s of 
experiments w i t h our robot , however, I suggest 
tha t such an i n t e r p r e t a t i o n is erroneous. The 
f a c t t ha t humans are l a r g e l y unaware of a l l the 
l i n g u i s t i c ana lys is and data ana lys is they perform, 
and t ha t they can perform i t q u i c k l y , does not 
c o n s t i t u t e evidence tha t they don ' t do ana l ys i s . 
Our robot can perform simple tasks today tha t 
occas iona l l y prov ide s u r p r i s i n g evidence f o r i t s 
understanding of language, even though tha t under­
s tanding i s l i m i t e d , the processing time i s 
l eng thy , and the motions of the veh ic le are awkward. 

The technology of robot hardware is bound to 
improve, as is the technology of computer hard­
ware. In my judgement a conclus ive demonstration 
of robot understanding of na tu ra l language is 
s t i l l a long way in the f u t u r e , but ENGROB does 
serve as a demonstrat ion tha t computer under­
standing of language tha t r e f e r s to the rea l 
wor ld is poss ib le . Furthermore, i t shows tha t 
one could b u i l d a system around the p r i n c i p l e s 
discussed above tha t would permit robots and men 
to communicate i n r e s t r i c t e d Eng l ish i n r e a l -
wor ld environments. 

XI Conclusion 

We have been d iscuss ing problems in the de­
s ign and o rgan iza t i on of a computer program tha t 
can permit robots and people to communicate in 
na tu ra l language. Progress on these problems 
thus f a r has been l i m i t e d to a few simple scen­
a r ios tha t sys temat i ca l l y exerc ise a l l o f the 
basic c a p a b i l i t i e s of the hardware. Work is 
underway, however, on each of the s i x components 
of ENGROB. The t rans fo rmat iona l grammar is being 
extended to inc lude nonterminal t rans format ions ; 
the pred icate ca lcu lus is being expanded to 
handle a l a r g e r fam i l y of q u a n t i f i e r s ; the c lass 
of updatable pred icates w i l l be augmented in the 
axiom model; QA3's h e u r i s t i c s are being r e f i n e d ; 
the output sentence generator w i l l subsequently 
draw on QA3 f o r producing semant ica l ly re levant 
r e p l i e s ; and the a c t i o n generator w i l l have c loser 
feedback w i t h r e a l i t y . 

Before c rea t i ng a f a l se sense of optimism 
tha t dramatic improvements are j u s t over the 
hor i zon , I might add tha t even i f appropr ia te 
progress were made in each of the components, 
there s t i l l remain, among other problems, enormous 
systemic d i f f i c u l t i e s in i n t e g r a t i n g the com­
ponents i n t o a f unc t i on ing whole p roper ly embedded 
w i t h i n a complex t ime-shar ing system operat ing in 
a hardware environment of p a r t i a l unce r t a i n t y . 
Frequent ly , one spends as much of one's time on 
these systemic problems, g e t t i n g the robot to 
operate on a day- to-day bas is , as on the major 
t h e o r e t i c a l i ssues. Other d i f f i c u l t i e s appear on the 
ho r i zon . Can we r e a l l y ever get to i nves t i ga te 
the n o n t r i v i a l problems we would l i k e t o , w i t h i n 
the memory-response-time l i m i t a t i o n s of our hard­
ware? W i l l the pred ica te ca lcu lus prove inadequate 
as a natura l - language deep s t r u c t u r e , even when 
augmented by p r o b a b i l i s t i c , m u l t i - v a l u e s , or 
modal l o g i c ? Can the semantic component p a r t i c i ­
pate in the pars ing process so as to resolve 
l e x i c a l and s y n t a c t i c ambiguity w i t h respect to 
the universe of discourse? W i l l our asp i ra t i ons 
f a l t e r because the v i s i o n rou t ines f o r years to 
come w i l l never be able to recognize anything more 
complex than the d i f f e rence between a cube and a 
t r i a n g u l a r prism? Speculat ion o f t h i s k ind i s 
sober ing, but our immediate goals are w e l l de f ined , 
and only f u t u r e research w i l l t e l l whether our 
under ly ing optimism I s j u s t i f i e d . 

F i n a l l y , l e t us r e t u r n to the e a r l i e r conjec­
tu re made in the i n t r o d u c t i o n tha t c e r t a i n por t ions 
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o f l i n g u i s t i c theory i t s e l f w i l l be in f luenced by 
na tu ra l language communication w i t h robots . The 
argument goes as f o l l o w s : F i r s t , because robots 
provide the computer w i t h a "window on the r e a l 
w o r l d , " they o f f e r a host of new oppor tun i t i es 
f o r e m p i r i c a l l y s tudy ing the r e l a t i o n s h i p between 
language and r e a l i t y * But i t i s t h i s r e l a t i o n s h i p 
tha t f a l l s by d e f i n i t i o n under semantics, p rec i se l y 
the p o r t i o n of l i n g u i s t i c s tha t has received com-
p a r a t i v e l y l i t t l e t h e o r e t i c a l a t t e n t i o n thus 
far1. 13,14,16 in p a r t i c u l a r , the work repor ted in 
t h i s paper having to do w i t h space-time r e l a t i o n -
sh ips , such as i l l u s t r a t e d in the sample scenar io , 
has forced us to t h i n k more c a r e f u l l y about how 
to encode the meaning of statements about r e a l -
wor ld a c t i v i t i e s . C lea r l y , statements o f t h i s 
s o r t , which reference space-t ime r e l a t i o n s h i p s , 
abound in a l l human conversat ion as w e l l as in 
the most elementary c h i l d r e n ' s books, and an 
adequate model of these r e l a t i o n s must be an 
essen t i a l i ng red ien t in any theory o f semantics. 
Robots w i l l serve in a sense as a l abo ra to ry f o r 
t e s t i n g the adequacy of our semantic represen­
t a t i o n s and our l o g i c s , and u l t i m a t e l y may reveal 
new approaches to these basic quest ions . 

In a d d i t i o n , robots have a number of pure ly 
ph i losoph ica l I m p l i c a t i o n s . For the f i r s t time we 
have an oppor tun i t y to e m p i r i c a l l y i nves t i ga te such 
important ph i losoph ica l quest ions as " f r e e w i l l " 
or "se l f -awareness" . We w i l l be requ i red to def ine 
in a prec ise and opera t iona l manner such concepts 
as p o s s i b i l i t y and necess i ty as w e l l as o ther con­
cepts such as can, cause, knows, be l ieves , under­
stands, and so on. These in t u r n must be based 
on ep is temo log lca l l y and metaphysica l ly adequate 
representat ions o f r e a l i t y together w i t h l o g i c a l 
formalisms su i t ab l e f o r in ference making and prob­
lem s o l v i n g . 1 6 Here again robots w i l l serve as a 
basis f o r emp i r i ca l i n v e s t i g a t i o n s t h a t here to fore 
could be conducted only from the armchair . 






