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ABSTRACT 

Most interest ing machine tasks, e.g., v isual 
pattern recognit ion, requi re large complex 
systems. Conventional machine designs are not 
we l l suited to the re l iab i l i t y demands of large 
complex systems. Many designs, conceived and 
tested on a smal l scale, and theoret ical ly 
extendable to large scale systems, are s t i l l 
awkward and imprac t ica l as a large scale system 
because re l iab i l i t y appears to vary inversely wi th 
the number of components. Animal systems seem 
to have solved this problem and offer some hope 
for understanding the problem of how to bui ld 
large complex systems with high re l iab l i ty . 

In par t icu lar animal systems seem to 
to lerate a great deal of component var iat ion and 
noise. It is suggested that animal systems 
represent designs that actually take advantage of 
noise, unlike conventional machines, and that some 
of these animal systems may provide techniques 
which are applicable to the problem of construct ing 
re l iab le machines f rom unrel iable components. 

DESIGN OF AN EYE 

1. INTRODUCTION 
At present there is an effort underway to 

study the problems of building an eye. The long 
t e r m goal is to bui ld an animal. Some of the details 
of this ef fort have been described elsewhere( l) ; 
the purpose of this paper is to explain why this 
ef fort is considered worthwhi le and to focus atten­
t ion on some of the more interest ing philosophical 
issues. 

Recent work in f rog 's v is ion is used as a 
basis for forming general pr incip les of 
organizat ion that may be applicable to broad areas 
of the nervous system(2). This is not an attempt 
to develop a fu l l -b lown theory of the vertebrate 
nervous system. It is rather an attempt to capture 
something of the style of the animal system in a 
way that may prove helpful in solving engineering 
problems. Much of that "style11 is presented in 
a series of observations about var iab i l i t y in nature 
and the re lat ion between structure and function 
in animal systems. 

Certa in ly one of the more interest ing and 
in t r igu ing aspects of anything in nature is the 
overwhelming var ie ty . It is often said of things 
in nature that no two individuals are ever exactly 
a l ike; no two snowflakes are ever ident ical , and 
no two oak trees ever have quite the same 
conf igurat ion of branches. As C. S. Pei rce put 

i t , "The endless var iety in the wor ld has not been 
created by law. It is not the nature of un i formi ty 
to or iginate var ia t ion, nor of law to beget 
c i rcumstance. When we gaze upon the 
mult i far iousness of nature we are looking straight 
into the face of l iv ing spontaneity"(3). We find 
the processes of nature inexplicable and 
sometimes aweinspir ing part ly because this wealth 
of individual var iat ion does not f i t into the fami l ia r 
context of c lockwork- l ike mechanisms which have 
become the paradigm for explanations. It is not 
immediately obvious how the outward behavior of 
two natural mechanisms can be so much alike when 
thei r individual components are allowed to vary 
over such a wide range. It is hoped that this study 
w i l l help provide a context in which we may begin 
to f ind answers to some of these problems. The 
centra l problem here is to understand and explain 
processes of nature in te rms of mechanisms whose 
composit ion is perhaps not capable of exact 
duplication even in pr inc ip le . 

2. WHY IMITATE ANIMAL SYSTEMS? 
In many areas it is becoming increasingly 

clear that we must somehow learn how to construct 
systems in which decisions about future events 
need not involve a to ta l commit tment before a l l 
the facts are in . We certainly cannot send to Mars , 
for example, a conventionally designed vehicle with 
a l l responses preprogrammed and a l l i ts hardware 
commit ted to speci f ical ly preconceived tasks. We 
simply do not know enough about the environment 
to know what responses would be appropriate in 
a l l cases. The same may be said of many te r res t ia l 
problems as we l l . Even an off ice manager must 
often order new equipment a year or two in advance 
without being very clear in detai l about what he 
w i l l be doing in one or two years. Being forced 
to make a decision premature ly can have 
disasterous consequences. In many areas then 
we see that we must somehow master the technique 
of bui lding systems with uncommitted or par t ia l ly 
commit t ted components, which may later be 
ref ined or modif ied as more data become available. 

These problems of re l iab i l i t y and self-
maintainance, of learning, and the constraints of 
rea l - t ime a l l represent exactly the kind of 
problems the animal nervous system must face 
on a moment by moment basis. 

In the past engineers have faced these 
problems separately. For example, one thinks 
of a game l ike chess as the model of a learning 
si tuat ion, in which the pr inciples of self-
organization can be studied in isolat ion. Here one 

can almost ignore rea l - t ime constraints; and one 
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neednot bother at a l l wi th re l iab i l i t y problems. 
In this way the logical designer can devote his 
f u l l resources to advancing the ar t of sel f-
organizing systems, and let hardware people 
concern themselves with bui lding fast, re l iable 
components. However, when it comes to the 
p rac t i ca l task of bui lding an integrated system 
sat isfying a number of di f ferent requirements, our 
technology begins to f a i l us. The integrat ion of 
di f ferent functions, or ig ina l ly t reated separately, 
may introduce interface problems that overburden 
the system and detract f r o m i ts effectiveness. 
A systems designer who has faced this problem 
of ever growing complexity in conventional 
hardware systems can appreciate nature's 
methods of integrat ion in animal systems. This 
concern with the eye then has this u l te r io r purpose: 
It is hoped that a mastery of the pr inc ip les of an 
animal v isua l system w i l l help shed l ight on, and 
promote an understanding of, the functional 
organizat ion of large complex contro l systems. 

3. THE RELIABIL ITY PROBLEM 
There are at least three dist inct senses in 

which components may be described as 
"unre l iab le" : 1. Each component may be unstable 
or unpredictable and vary over t ime; 2. Individual 
components may be stable, but the manufacturing 
process may introduce differences among these 
indiv iduals; 3. A l l components may be ident ical 
and un i fo rmly bad. For the purposes of this study 
we can ignore this last sense. Although it is 
possible for components to be unrel iable in this 
t h i r d sense, i t is unl ikely that we would f ind them 
easy to come by. This kind of unre l iab i l i ty assumes 
a kind of perverted mastery of quali ty contro l , 
and it is just that qual i ty contro l that we f ind most 
d i f f icu l t to achieve. 

A rea l is t ic solution to the general problem 
of re l iab i l i t y must solve both the problem of the 
unstable component and the problem of var ia t ion 
in several components designed for the same task. 
The past attempts to solve the general problem 
may have been hindered by a fa i lu re to keep both 
of these aspects of the problem in mind. Most 
of the conventional re l i ab i l i t y measures, l ike the 
use of Hamming codes and redundancy b i ts , are 
di rected at the so-cal led problem of the "noisy 
channel". This is just one aspect of the more 
general problem of the noisy component. Our 
experience in th is area has already made it c lear 
that even if one solves the component problem and 
succeeds in making fa i r l y re l iable components, 
one is s t i l l faced wi th the problem of the overa l l 
r e l i ab i l i t y of the la rger system. A l l other things 
being equal, the la rger the system, the less re l iab le 
i t i s . The conventional strategy here is to 
concentrate f i r s t on the problem of component 
re l i ab i l i t y and when we run out of ideas, we tu rn 
in desperation to ad hoc systems re l iab i l i t y 
measures which for the most par t are awkward 
and are hard to integrate into the system to which 
we have already painful ly commit ted ourselves. 
We have known for some t ime that this strategy 
is only marg ina l ly successful, but we have not 
abandoned it because there has been no clear 
a l ternat ive. 

In view of this one is tempted to say that 
the problem should be approached f r o m the other 
end. Unfortunately, that is easier said than done. 
It is not immediately obvious what, or where, the 
"other end" i s . In a general way, of course, the 
suggested strategy here is to solve the systems-
re l iab i l i t y problem f i r s t , and then design the 
individual components that turn out to be necessary 
for the job. Perhaps for large systems at least 
the hardware and the system design have to go 
hand in hand. To put it more general ly; the 
re l iab i l i t y requirements of large systems forces 
an integrat ion of s t ructure and function. 

Ord inar i l y it has not been easy, nor even 
desirable, to design a machine in which the 
st ructure and function are int imately connected. 
Often for economic reasons, designs have been 
encouraged which could be implemented without 
a commit tment to a par t icu lar kind of hardware; 
in this way the manufacturer could take advantage 
of hardware improvements without having to 
modify radica l ly the logical design. This is a 
reasonable strategy as long as the systems are 
sma l l and s imple. However, i t is becoming 
increasingly clear that for large systems the 
separation of the hardware re l iab i l i t y problem 
f rom the rest of the system pays off in d iminishing 
returns with the increase in system size. In the 
current l i te ra tu re there is a growing number of 
Jeremiahs forecast ing doom if we do not repent 
our pract ice of disintegrated design. For example. 
Steel and K i r che r wr i te in The Cr i s i s We Face.(4) 

To sum up the c r i s i s in automation, we are 
pursuing a course that leads to a severe 
overcomplexi ty. The nature of this 
complexity ar ises not f r om the basic 
requirements of automatic cont ro l , but 
ent i re ly f r om our disintegrated approach to 
invention, development, and production of 
m i l i t a r y and commerc ia l automatic contro l 
devices and business computers. 

The suspicion that animal systems and 
perhaps even human social st ructures might 
provide an insight into the design of re l iab le 
systems with unrel iable components has prompted 
contro l system designers to take interest in bionics 
and cybernet ics. This should give r i se to a 
re formulat ion of the re l iab i l i t y problem in more 
prac t ica l t e r m s . Instead of asking how to keep a 
machine e r r o r - f r e e , one asks the weaker question: 
How to design machines in which e r r o r s s imply 
go hand in hand with hardware fa i lu res ; that i s , 
how to prevent s t ruc tura l losses br inging about 
a disproport ionate loss of funct ion. 

The work of Le t tv in , Maturana, McCul loch, 
and Pi t ts is enormously important in this regard , 
because it is one of the f i r s t serious attempts to 
explain the function of the f rog 's ret ina in t e rms 
of the shape and st ructure of re t ina l ganglion ce l ls . 
If it can be shown that s t ructure and function are 
int imately re lated, that a specif ic function depends 
on a specif ic shape, then one can begin to see in 
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a general way at least how it might be that a smal l 
deter iorat ion in st ructure br ings about only a 
proport ional ly smal l deter iorat ion of function. 

4. THE PROBLEM OF DESIGN 
In a l l vertebrates the p r ima ry processing 

of v isual informat ion takes place in the three 
ce l lu lar layers of the ret ina: i.e., the 
photoreceptors, the bipolar cel ls , and the ganglion 
ce l ls . The optical stalk consists of axons, or output 
f ibers , f rom the ganglionic layer. The problem 
of the design of the eye reduces then largely to 
the problem of assigning a plausible function to 
each of these three layers of the ret ina. The key 
word here is 'plausible1. The design not only must 
work, it must f i t into the context of the nervous 
system. This leads one in i t ia l ly into a 
consideration of the kinds of constraints within 
which a nervous system must operate and the 
theoret ica l basis for supposing that some designs 
are better than others. 

The development of the theoret ical context 
in which one may explain and interpret the 
vertebrate eye as a mechanism w i l l not be a simple 
achievement; certainly it w i l l not be a simple 
extension of exist ing theory. Even a casual look 
at the anatomy of the vertebrate eye reveals 
features that cannot be explained in conventional 
t e rms . And a closer look gives r ise to the 
suspicion that v i r tua l l y everything runs contrary 
to what is now accepted as good engineering 
pract ice. The s t r ik ing thing here is that the layer 
of photoreceptors, the transducers in the system, 
is farthest f rom the l ight source. The image is 
erected on the back side of the ret ina, after having 
been f i l te red through l i t e ra l l y a maze of blood 
vessels and ce l l bodies. There is no evidence 
that the l ight interacts chemical ly wi th anything 
in the bipolar or ganglion layers, before it s t r ikes 
the photoreceptor layer. One can almost imagine 
a malevolent deity who turned things around and 
put these layers in f ront of the photoreceptors just 
to deter iorate the image, scatter the l ight, and 
confound our attempt to understand how it works. 
Even the lens system is substandard by 
conventional standards; in the words of Helmholz, 
"The monochromatic aberrat ions in the optical 
system of the eye are not, l ike the spherical 
aberrat ion of glass lenses, symmet r ica l about an 
axis. They are much more unsymmetr ica l and 
of a kind that is not permiss ib le in we l l constructed 
opt ical instruments"(5). Moreover, one glance at 
the ways neurons are connected to one another -
l i t e ra l l y a jungle of interconnections - f i r m l y 
impresses one wi th the impossib i l i ty of c lassical 
c i r cu i t analysis. 

5. DESIGN STRATEGY 
One approach to the problem of designing 

a re l iable machine is to face the main issue 
d i rec t ly . Noisy components and imperfect quali ty 
contro l are the facts of l i fe . If natural mechanisms 
take advantage of everything at hand, as they seem 
to, perhaps they even take advantage of noise. 
Accordingly it seems to make sense to consider 

a machine which works wel l only when the 
components are in some sense faulty, or stamped 
out of an imperfect and f lexible mold. The 
philosopher, feeling the f rust ra t ion of dealing with 
the pract ica l man, rat ional izes: " I t takes a l l kinds 
to make a wo r l d " . Here we are talking about an 
analogous situation in which it may be said that 
" I t takes a l l kinds to make a rel iable machine". 
The importance of this passing reference to social 
models can be appreciated more ful ly when we 
begin to look at some possible designs. In our 
development of these designs we have taken the 
social model ser iously, and have more or less 
consciously t r i ed to picture a mechanism in te rms 
of "soc iet ies" of individual computers, voting 
mechanisms, societies of peers, the judgment of 
experts, and so on. Social models are instruct ive 
because they seem to be examples of mechanisms 
which somehow re ly on individual var ia t ion, and 
which have the same sort of loose coupling between 
individuals and the same kind of many-to-many 
connections that one finds in the nervous system. 

This approach to machine re l iab i l i t y is of 
course in marked contrast to the conventional 
approaches. In fact, it may even be said that we 
are introducing a new concept of Mach ine ' . The 
t rad i t iona l concept of a machine is l inked with the 
notion of a mechanism with precisely describable 
components; a l l the gear teeth have to be precisely 
matched to be able to mesh. There is no room 
for indiv idual i ty of par ts . The t radi t ional approach 
to machine manufacture is modeled after the 
! c lockmaker ' . The clockmaker-engineer f i r s t 
lays out his plan on paper; when he makes a par t , 
he knows exactly what he wants. If he fai ls to, 
he throws it away, t r ies again unt i l he succeeds 
in making something that satisf ies the plan exactly. 
Nature on the other hand ra re ly rejects any system 
component, even though many of the components 
appear to be "stamped out f r o m a very inexact 
and f lexible mo ld " . It is as though nature f i r s t 
made the components and then la ter looked around 
to see how to use them. If one accepts the challenge 
of nature and attempts to design and build a rel iable 
machine f rom unrel iable components, one is doing 
violence to the t rad i t ional concept of a machine, 
especial ly i f factors l ike noise and unre l iab i l i ty 
become expl ic i t components of design and appear, 
as it were, on the b luepr ints. 

This study is cer ta in ly not the f i r s t to violate 
the t rad i t iona l concept of a machine, although not 
as many have covered this ground as one might 
think. Near ly every philosopher since Descartes 
has considered the possib i l i ty of mechanizing 
thought processes and bui lding automata, but this 
typ ica l ly has amounted to a reduction of thought 
processes to machine processes. In other words, 
this has been a redef ini t ion of 'thought', rather 
than a redef in i t ion of 'machine1 . The f i r s t t ime 
the t rad i t iona l concept of a machine was violated 
was when someone thought it would be nice if 
machines could detect and cor rect thei r own er ­
r o r s . The use of Hamming codes in machine design 
has made it possible for components to be " inexact" 
and noisy. McCul loch and Pi t ts made a rea l 
advance when they described a network of threshold 
elements which compute the same function under 
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d i f f e r e n t t h r e s h o l d s . R e l i a b i l i t y t echn iques l i ke 
t hese he lp m o d i f y o u r concept o f a m a c h i n e because 
they m a k e i t p o s s i b l e to d e s c r i b e a m e c h a n i s m 
w i t h o u t s p e c i f y i n g the componen ts i n exac t d e t a i l . 
T h e exac t n a t u r e o f the m i c r o - s t r u c t u r e b e c o m e s 
l e s s i m p o r t a n t i f i t can be shown to have l i t t l e 
e f fec t o n the m a c r o - s t r u c t u r e . A n d t h i s i n t u r n 
p o i n t s the way t o des igns i n w h i c h the q u a l i t y 
c o n t r o l o f i n d i v i d u a l componen ts m a y b e r e l a x e d 
w i t h o u t c o m p r o m i s i n g the o v e r a l l p e r f o r m a n c e . 

I n g e n e r a l , the M c C u l l o c h - P i t t s ne ts 
r e p r e s e n t a n i m p o r t a n t s tep f o r w a r d because they 
show that m a c h i n e s a r e p o s s i b l e i n w h i c h , i n s o m e 
aspec ts a t l e a s t , t he f u n c t i o n depends upon o r d e r i n g 
r e l a t i o n s w i t h o u t depend ing upon a p a r t i c u l a r 
m e t r i c . T h a t such des igns a r e p o s s i b l e shou ld 
no t be too s u r p r i s i n g ; one shou ld be ab le to see 
t h i s m u c h s i m p l y by g a z i n g , w i t h P e i r c e , a t " t he 
m u l t i f a r i o u s n e s s o f n a t u r e " . I f t h e r e can be so 
m a n y d e t a i l d i f f e r e n c e s a m o n g i n d i v i d u a l s o f a 
g i v e n s p e c i e s , t hen these d i f f e r e n c e s , and the 
m e t r i c s a s s o c i a t e d w i t h t h e m , can have l i t t l e t o 
d o w i t h the bas i c m e c h a n i s m . M e c h a n i s m s w h i c h 
somehow depend o n o r d e r i n g s w i t h o u t m e t r i c s a r e 
no t o n l y e a s i e r t o b u i l d , i n the sense t ha t the 
componen t q u a l i t y c o n t r o l m a y b e r e l a x e d , but a l s o 
s u c h m e c h a n i s m s m a y b e m o r e r e l i a b l e , i n the 
sense tha t t hey a r e l e s s d i s t u r b e d b y n o i s e , 
e s p e c i a l l y i f i t can be shown tha t the n o i s e i n the 
s y s t e m a f f ec t s on l y the m e t r i c s and no t the 
o r d e r i n g s . 

A n o t h e r i m p o r t a n t m i l e s t o n e i n the 
b r e a k d o w n o f the t r a d i t i o n a l concept o f a m a c h i n e 
i s t he 3 0 - c a l l e d " P e r c e p t r o n " ( 6 ) . I n i t s s i m p l e s t 
f o r m a p e r c e p t r o n c o n s i s t s o f a n u m b e r o f r a n d o m 
t h r e s h o l d e l e m e n t s t i e d t o g e t h e r i n a r a n d o m 
n e t w o r k . Inputs and ou tpu ts a r e connec ted t o 
r a n d o m l y d i s t r i b u t e d j u n c t i o n s i n the n e t w o r k . 
T h e p r o c e s s o f " l e a r n i n g " c o n s i s t s i n r e p r e s e n t i n g 
p a t t e r n s o f i npu ts and ' r e w a r d i n g " the n e t w o r k 
f o r i s s u i n g the d e s i r e d ou tpu t . T h e " r e w a r d " 
r e s u l t s i n s o m e f a i r l y s i m p l e i n t e r n a l 
m o d i f i c a t i o n s o f t h r e s h o l d s . F o r e x a m p l e , the 
t h r e s h o l d o f a l l e l e m e n t s tha t f i r e d i n the case 
to be r e w a r d e d s l o w e r e d , o r p e r h a p s the t h r e s h o l d 
o f a l l t hose t ha t d i d no t f i r e i s i n c r e a s e d . A l t h o u g h 
e a r l y expec ta t i ons tha t the p e r c e p t r o n c o u l d be a 
p r a c t i c a l dev i ce have no t been r e a l i z e d , i t i s 
n e v e r t h e l e s s a n i m p o r t a n t t h e o r e t i c a l 
c o n t r i b u t i o n . S ince a p e r c e p t r o n i s an a l m o s t 
s t r u c t u r e l e s s m a c h i n e , i t can be v i e w e d as an 
a n s w e r t o the ques t i on : What i s the m o s t f u n c t i o n 
r e a l i z a b l e f r o m the l e a s t s t r u c t u r e ? A l t hough the 
p e r c e p t r o n i s f a r f r o m a p r a c t i c a l d e v i c e , the f a c t 
t h a t i t can do a n y t h i n g a t a l l i s s i m p l y as tound ing 
f r o m the po in t o f v i e w o f t r a d i t i o n a l m a c h i n e s . 
I t i s i m p o r t a n t t hen because i t g i ves one the 
con f i dence t o face t h e o t h e r w i s e u n s e t t l i n g q u e s t i o n 
o f t he t r a d i t i o n a l i s t : How i s f u n c t i o n p o s s i b l e a t 
a l l i n t he absence o f s t r u c t u r e . 

B y e x p l o r i n g the m i d d l e g r o u n d be tween 
h i g h l y s t r u c t u r e d c o n v e n t i o n a l m a c h i n e s and 
a l m o s t s t r u c t u r e l e s s p e r c e p t r o n s , w e m a y l e a r n 
how to t ake advan tage o f b o t h . We m a y l e a r n how 
t o a v o i d h i g h l y s t r u c t u r e d m a c h i n e s whose 
c o m p l e x i t y p r o d u c e s a n u n d e s i r a b l e s e n s i t i v i t y t o 
n o i s e and componen t f a i l u r e . 

6 . T H E C O N C E P T O F L A Y E R E D C O M P U T A T I O N 
One o f t he f i r s t t h i n g s tha t s t r i k e s the s tudent 

o f b i o l o g y i s the l a y e r e d s t r u c t u r e o f a n i m a l 
t i s s u e ; t h i s i s e s p e c i a l l y s t r i k i n g i n the " h i g h e r " , 
m o r e o r g a n i z e d s p e c i e s . Seen t h r o u g h a 
m i c r o s c o p e , a l m o s t any t i s s u e f r o m these h i g h e r 
f o r m s i s e a s i l y r e s o l v e d i n to c e l l l a y e r s . T h i s 
l a y e r e d s t r u c t u r e i s appa ren t even i n the n e r v o u s 
s y s t e m . T h e one excep t i on i s the r e t i c u l a r 
f o r m a t i o n , w h i c h i s on l y one l a y e r deep. H e r e 
the p r i m a r y f l o w o f i n f o r m a t i o n i s i n the h o r i z o n t a l 
d i m e n s i o n . 

The p i c t u r e tha t e m e r g e s i s one o f m a n y 
u n i t s w i t h i n a l a y e r , a l l o p e r a t i n g i n p a r a l l e l . 
T h e u n i t s , o r n e u r o n s , accep t i npu t s f r o m c o r ­
r e s p o n d i n g u n i t s i n the p r e v i o u s l a y e r , and i s s u e 
ou tpu ts t o the c o r r e s p o n d i n g un i t s i n the subsequent 
l a y e r . 

One o f the f e a t u r e s o f t h i s p i c t u r e i s the 
w e a l t h o f p o s s i b l e f eedback . W h i l e m o s t o f the 
c e l l s i n a g i ven l a y e r a r e des igned to pass 
i n f o r m a t i o n i n o n l y one d i r e c t i o n , a few c e l l s a r e 
ab le to send i n f o r m a t i o n back to the p r e v i o u s 
l a y e r s , f r o m w h i c h the l a y e r i n ques t i on ge ts i t s 
i n p u t s . In t h i s s c h e m e each l a y e r cou ld do a s m a l l 
amoun t o f c o m p u t a t i o n , then pass the r e s u l t s on 
to the nex t l a y e r and a t the s a m e t i m e i s s u e a 
few feedback c o n t r o l c o m m a n d s t o the p r e v i o u s 
l a y e r t o m o d i f y t h r e s h o l d s and g e n e r a l l y t a i l o r 
the c o m p u t a t i o n to the demands o f the i npu t . In 
f a c t , i t m a y j u s t b e t h i s feedback p o t e n t i a l i t y w h i c h 
i s the po in t o f the l a y e r e d s t r u c t u r e o f the n e r v o u s 
s y s t e m . T h i s m a y be the a n s w e r t o the q u e s t i o n : 
How does the a n i m a l c o n t r o l s y s t e m ac t i n r e a l -
t i m e w i t h such s l ow c o m p o n e n t s . 

T a l k i n g about the n e r v o u s s y s t e m i n t e r m s 
o f l a y e r s and c o m p u t a t i o n s w i t h p o s s i b l e feedback 
is a way of e m p h a s i z i n g i t s r o l e as a c o n t r o l 
c o m p u t e r and gu idance s y s t e m . I n t h i s sense i t 
i s t o be c o n t r a s t e d w i t h the c o n v e n t i o n a l d a t a -
p r o c e s s i n g c o m p u t e r wh ich i s t y p i c a l l y a p r o b l e m 
s o l v e r w i t h o u t r e a l - t i m e c o n s t r a i n t s . I t a n s w e r s 
ques t i ons l i k e how m u c h is 5 p lus 7 , o r how m a n y 
b i s c u i t s do we have i n the w a r e h o u s e , o r what a r e 
the odds M a i n e w i l l vo te d e m o c r a t i c . The 
conve r i i i u l a l c o m p u t e r so l ves peob lem — w h i c h 
can b e s t r u c t u r e d i n t h i s s i m p l e q u e s t i o n - a n d -
a n s w e r f a s h i o n . F a c e d w i t h the d e c i s i o n , the 
d e s i g n e r o f c o n v e n t i o n a l d a t a - p r o c e s s i n g 
c o m p u t e r s w i l l a l w a y s s a c r i f i c e speed f o r a c ­
c u r a c y , and t h i s i s why c o n v e n t i o n a l c o m p u t e r s 
m a k e p o o r c o n t r o l c o m p u t e r s . 

I t i s p o s s i b l e t o a p p r o a c h the p r o b l e m o f 
ob j ec t r e c o g n i t i o n u s i n g t he m e t h o d o f c o n v e n t i o n a l 
da ta p r o c e s s i n g ; i n f a c t , m o s t o f the c u r r e n t 
o b j e c t - r e c o g n i t i o n s c h e m e s d o j u s t t h a t . I n t h i s 
m e t h o d , f o r e x a m p l e , w e m i g h t scan a n a r e a f o r 
a n " o b j e c t " ( i . e . , c l o s e d edge) t h e n , h a v i n g 
d i s c o v e r e d one , i n q u i r e a f t e r i t s p r o p e r t i e s and 
l ook f o r a m a t c h in a l i s t o f p r o p e r t i e s to see i f 
t h i s o b j e c t i s o f i n t e r e s t . T h e d i f f i c u l t y w i t h t h i s 
m e t h o d i s tha t i n any r e a l - w o r l d a p p l i c a t i o n , edges 
a r e r a r e l y c l o s e d and the o b j e c t w i l l m o v e a r o u n d ; 
by the t i m e one has r e c o g n i z e d an o b j e c t as an 
o b j e c t , i t m a y have m o v e d . I n f a c t , i n a n i m a l s i t 
i s j u s t t h i s m o t i o n tha t m a k e s a n o b j e c t a t t r a c t i v e . 
T h i s sugges ts tha t a n o b j e c t - r e c o g n i t i o n d e v i c e 
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can only recognize moving objects if it can 
somehow servo its reference axes with the moving 
object; this is probably part of the mechanism of 
paying attention. The aspect of motion here 
introduces rea l - t ime constraints which the 
conventional object-recognit ion schemes are i l l -
suited to handle. 

The need for rapid feedback capabil i t ies 
ar ises in almost any control system requi r ing 
responses in rea l - t ime . A control system must 
be able to function within a " t igh t " feedback loop 
to achieve accuracy and fine grain control . 
Conventional data-processing computers achieve 
fast computation t imes in a var ie ty of ways; most 
of these involve large immobi le pieces of hardware 
wi th large power requirements. Control 
computers, on the other hand, are often intended 
for applications where size and mobi l i ty are 
c ruc ia l , and so are required to f ind answers with 
s impler hardware. Here we find special izat ion, 
in which the hardware design and the logical design 
are closely intertwined with a specific application. 
Word lengths are kept short to reduce ca r ry 
propagation t imes in ar i thmet ic units. In general, 
the techniques re ly on re lat ively shallow 
computation. (The depth of computation here can 
be measured roughly by the number of signif icant 
parentheses in the expression of the function to 
be computed.) Deep computation which may give 
more accurate results takes more t ime and slows 
down response. 

It is not unreasonable to suppose that the 
presence of shallow layers found in the animal 
nervous system ref lects a committment to shallow 
computation. By reducing a fa i r l y shallow 
complicated or deep computation to a number of 
successive shallow computations, each one of 
which may y ie ld informat ion for feedback, as wel l 
as informat ion to be passed on the next " l aye r " 
of computation, one begins to see how the layered 
s t ructure of the nervous system might explain how 
fantastic response t imes can be achieved with 
re la t ive ly slow components. 

There is some temptation to explain the 
super ior i ty of the animal 's response over 
conventional computer systems in te rms of the 
number of components available for the task. One 
is tempted to say that the difference here is s imply 
the difference between ser ia l and para l le l 
operation. Here one might say that conventional 
systems must operate within the constraints of 
se r i a l processing, and that is why they are slower. 
But this is surely a misleading descr ipt ion. It 
is not in general obvious that a l l problems, which 
are now solved in a ser ia l fashion, could be solved 
faster in a para l le l fashion. (It would be something 
l ike expecting two ships to cross the At lant ic faster 
than one.) For one th ing, any problem which can 
be solved in a para l le l way must be representable 
as a function whose terms are commutative; that 
i s , the order in which the te rms are computed is 
not important . For example, one may indeed 
hasten the process of adding a column of numbers 
by separating that column into two smal ler 
columns; this makes it possible to add the two 
columns in para l le l , and then f inal ly add the two 
sub-totals to get the f ina l tota l . This technique 
is c lear ly not possible for a l l functions. In many 

computations some te rms have to be computed 
before others. For example, i t is wel l known that 
in computations involving both mul t ip l icat ion and 
addit ion, (e.g., ab±c) the order of computation is 
important. However, the problem appears in many 
other areas as wel l . Many pattern recognit ion 
problems involve the recognition of entit ies which 
are highly context dependent, as for example in 
the translat ion of natural languages. Here it is 
important to establish the context before deciding 
on the meaning of par t icu lar words"! In this sense 
some computations are essential ly ser ia l . In 
general there w i l l always be some computations 
which cannot be reduced to corresponding para l le l 
computations. 

The order in which the layers of the nervous 
system are arranged is undoubtedly related to the 
essential ly ser ia l aspects of the computations that 
the nervous sytems is designed to pe r fo rm. Par t 
of our task is to explore this fast-feedback aspect 
of layered computation as a possible method of 
achieving fine contro l . 

If it is t rue that the layered structure of 
the nervous system has something to do with the 
distr ibut ion of feedback, then one might expect that 
the kinds of computation performed in a given layer 
would a l l be s im i la r , so that information which 
was fed back to a given layer would be appropriate 
to anything that might be going on in that layer. 
It would also satisfy our sense of economy if it 
turned out that neurons within a given layer were 
a l l simple variat ions on a single theme; it would 
explain how var iat ions could be r i ch with a 
re lat ive ly simple genetic code. There is some 
reason to believe this may be the case. 

Let tv in 's work on vis ion in frogs suggests 
that there are roughly f ive different functions 
per formed by ret ina l ganglion ce l ls , and that these 
correspond roughly to f ive different kinds of 
anatomical ly distinguishable cel ls . These f ive 
types, however, represent a convenient way of 
character iz ing a population that has many 
intermediate types. It is this problem of the 
intermediate type that makes simple precise 
analytic models of each of the types of neurons 
an almost pointless endeavor. A good model of 
the f rog 's ret ina needs to show something l ike a 
fami ly relat ionship between the various types and 
to exhibit the ways in which these intermediates 
are something l ike a var ia t ion on a simple theme. 

Four of the functions per formed in the f rog !s 
ret ina are normal ly character ized as edge 
detection, moving convex edge detection ( i .e. , 
bugs), event detection, and dimming; there is some 
question about the function per formed by the f i f th 
k ind, because they are so ra re that only a few 
have been studied. On the face of i t , it may not 
seem as though edge detection and event detection 
are var iat ions on a single theme, or even have 
anything at a l l in common. To understand the 
fami ly relat ionship among these apparently 
diverse functions one needs to consider detectors 
of this sort f r om the stand point of the logical 
function they compute. F rom this point of view 
one sees that to detect an edge visual ly one needs 
to compute a difference in l ight intensity over some 
special area. In the simplest case, this is achieved 
with a Boolean 'exclusive or' element with two 
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input sin di f ferent parts of the v isual f ie ld . If 
one input is on and the other off, we know there 
is a v isua l edge or gradient between the two inputs. 
An event on the other hand involves a difference 
over t ime rather than space. In this case an 
exclus ive-or element with two inputs coming f r om 
the same area of the v isual f ie ld , but a delay 
introduced in one of the inputs, would compute 
change over t ime . This shows that edge detection 
and event detection are related in the sense that 
both involve a difference detector. Now consider 
what would happen if we made a number of 
exc lus ive-or elements and allowed differences of 
delay in the two inputs. Those elements with large 
delays in one input would respond to slow changes 
in the v isual f ie ld ; and those with short delays 
would detect re la t ive ly rapid changes. Suppose 
fur ther that we allowed the posit ion of the two 
inputs to vary , so that some pai rs of inputs came 
f rom widely di f ferent areas in the v isual f ie ld and 
some came f r o m re la t ive ly close areas. Relat ively 
sharp edges (steep gradients in l ight intensity) 
would be detected by elements whose inputs were 
close together, and less dist inct edges would be 
detected by inputs that were far ther apart. 
Elements whose inputs were close together but 
w i th s l ight ly dif ferent delays would detect ei ther 
ve ry sharp edges or sl ight movement. In this way, 
it becomes clear that one can represent a l l 
var ie t ies of edge and motion detection in te rms 
of two-dimensional abstract space whose 
coordinates range over the special re lat ion 
between inputs and the difference in delays in 
inputs. 

E lsewhere( l ) the author has presented a 
detai led model of the f r og' s edge and bug dectector s 
which suggests that edge and moving convex edge 
detection are also var iat ions on a s imple theme, 
in which the size of the input area deter imines 
the sensi t iv i ty to convex edges. There it is 
suggested that a convex edge detector is one in 
which the two inputs to an exclusive or are 
concentric f ie lds, one inside the other. As the 
size of the f ie lds is d iminished, the section of a 
given convex edge wi th in the f ields becomes less 
dist inguishable f rom a straight l ine. The cont ro l ­
l ing assumption here is that the in fe r io r lens that 
Helmholz speaks of, and the fact that l ight has to 
penetrate two layers of neurons to reach the 
photoreceptors, t rans forms a st r ight l ine into a 
kind of uneven, or "w igg ly " edge whose sma l l 
convexit ies are detectable by a smal l convex edge 
detector; so that what we ca l l an edge detector 
is actual ly a sma l l convex edge detector. A la rger 
ce l l has more room for delays between the 
concentr ic input areas, and so is more l ike ly to 
detect motion as we l l , as in the moving bug 
detector. This is an example of the way in which 
s t ruc ture and function may be int imate ly related 
in the animal nervous system. 

7. MODELS OF HORIZONTAL ASSOCIATION 
In considering designs which tolerate a wide 

var ia t ion of proper t ies in the indiv idual 
components, i t is useful to consider mechanisms 
which seem to th r i ve on var ia t ion. Human 
societ ies, as we have already suggested, are 

obvious examples of such mechanisms. However, 
we can f ind rudimentary examples of s im i l a r 
mechanisms in other areas. In h igh- f ide l i ty sound 
reproduct ion, for example, i t is well-known that 
a number of inexpensive and even poor ly-made 
speakers, connected together in a ser ies -para l le l 
network, w i l l often produce a sat isfactory system. 
Fur the rmore , it is often pointed out that the system 
is ever so much better when the speakers come 
f rom dif ferent manufacturers; the point here, of 
course, is that we do not want a l l the speakers 
to have the same peak in thei r response curves, 
say at 100 cps. It is obvious that the wider the 
range of indiv idual dif ferences, the better the the 
overa l l frequency response, although to be sure 
the transient response and efficiency may suffer 
without some fur ther ref inements. 

A sl ight ly more sophisticated use of 
randomness was suggested by A lber t Novikoff(7). 
Using the techniques of in tegra l geometry normal ly 
associated with the " fBuffon needle problem' , 
Novikoff shows how patterns might be 
" recognized" , that is t ransformed to a norma l 
f o r m , in a way that is independent of the effects 
of t ranslat ion and rotat ion. Specif ical ly, each 
pattern is uniquely ident i f ied with a certain 
probabi l i ty d is t r ibut ion. A pattern is projected 
onto a f ie ld of randomly distr ibuted l ine segments, 
or "needles", of randomly vary ing lengths; for 
each pattern one may tabulate the points of 
intersect ion between the pattern and show how they 
are distr ibuted among the var ious lengths of l ine 
segment; each unique pattern w i l l have its own 
character is t ic d is t r ibut ion, independent of 
t ranslat ion and rotat ion within the f ie ld of l ine 
segments. What is par t i cu la r ly interest ing about 
this scheme is that it may provide a way of making 
sense out of the apparent random jungle of neurons 
and dendrites that one f inds, for example, in the 
v isua l cortex of higher ver tebrates. This example, 
and the one above, at any rate show that the concept 
of a system which is in some way dependent on, 
or even thr ives on, the random individual i ty of 
i ts components is not wholly unheard of. 

However, there is no question that the social 
model provides the most fe r t i l e source for 
inspi rat ion in this area. I t is just that we m i s t 
be cautious about the way we use the social model . 
It can show things in a new l ight , but it can never 
act as an explanation of a mechanism, because 
we understand less about social mechanisms than 
the contro l systems we are t ry ing to explain and 
bui ld. This is so mainly because we lack a theory 
of large par t ia l l y s t ructured domains. 

In our l im i ted and s imple-minded 
experiments with social models, we have fal len 
onto two processes which we think are of 
fundamental signif icance for any device which uses 
voting mechanisms. These two processes are: 
1. the format ion of a peer group, and 2. the 
recognit ion of experts wi th in that peer group. 
Stated b r ie f l y , the function of the peer group is 
to l ink together s i m i l a r units as par t of a voting 
mechanism and to isolate ext remely deviant uni ts , 
and the function of an expert is to allow units of 
known re l i ab i l i t y to sett le differences of opinion 
or resolve close decisions dur ing the vot ing 
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process. This process can be compared to that 
of fo rming a crossover network in the ser ies-
para l le l network of speakers mentioned above to 
overcome the defects in transient response and 
ineff iciency. 

The peer group is the vehicle of the expert 's 
influence. For example, expert lawyers influence 
only other lawyers, not plumbers or doctors. The 
expert plays a cruc ia l role in any voting 
mechanism. He helps swing the bias the r ight 
way in close elections, because he can influence 
peers without being influenced by them. Although 
we state these pr inciples in dist inct ly social t e rms , 
our c la im is that that we can describe a simple 
mechanism in which each of these social te rms 
makes sense in a relevant and non- t r i v ia l way. 

Consider the device in f igure 1. This device 
consists of four sub-systems: inputs, logic 
elements, outputs and association elements. The 
logic elements are active in the sense that they 
have gain and switching propert ies. The 
association elements are inactive in the sense that 
they are simply conductors; as conductors they 
have the propert ies of a res istor or a diode. 

Now let us consider a network of these units 
in which several different Boolean functions are 
computed. Some w i l l have outputs only when both 
inputs are active; some w i l l have outputs when 
ei ther input is active. In i t ia l ly every element is 
connected to every other element through chain 
of association elements whose in i t ia l resistance 
is zero ohms. Every output is a posit ive voltage. 
Let the inputs overlap one another so that 
neighboring elements are presented with roughly 
the same inputs. If two neighbors f i re together, 
no current f lows along their common association 
element; however, if they do not f i re together, a 
resul t ing difference in voltage allows a current 
flow across the association element. Let us 
suppose that the association elements have this 
addit ional property: The resistance goes up a 
l i t t l e each t ime a current flows through the 
associative element. Now let us present a random 
pattern of inputs to our network. When two 
neighboring units f i r e di f ferent ly. The connection 
between them w i l l deter iorate sl ight ly. Only when 
both have a plus voltage together is there no 
cur rent flow f rom one to the other. Af ter a period 
of t ime , c lear ly most of the logic elements which 
compute a boolean sum w i l l be t ight ly coupled 

together,and loosely coupled, or not at a l l , to 
elements which compute other functions. 
S im i la r l y , in the case of those units that compute 
a product, only those that f i r e together w i l l be 
l inked together. This process we cal l the 
" fo rmat ion of peergroup". If there are a few 
randomly scattered units that always issue an 
output, and some that never do, these w i l l probably 
not be l inked with anything. Figure 2 represents 
the conditions before and after this process. 

The format ion of peergroups in the above 
sense is rea l ly only half the batt le. The intercon­
nections between the various members of a 
peergroup constitute the channel of communication 
between the members. The whole point of that 
channel is that the more rel iable components can 
be allowed to "communicate" wi th, and somehow 
offset the effects of, the less rel iable components. 
We now have to say something about the way in 
which the more re l iable components can be given 
addit ional weight. 

It is natural to expect that one's quality 
contro l measures w i l l always leave something to 
be desired. Within each peergroup, some logic 
units w i l l natural ly be better than others. This 
raises two important problems: 1. What does it 
mean to be "be t te r " , or to be an "expert"? and 
2. How does the mechanism recognize one? The 

f i r s t is easier to answer than the second. In fact 
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I do not think the second can be answered at a l l 
general ly; there is an impl ied c r i t e r i on for t ru th 
in any general answer, and there is just no adequate 
general c r i t e r ion for t ru th . 

An expert is one who influences his peers, 
but is not influenced by them. F rom the standpoint 
of our model, we ca l l a unit an "expert11 if the 
hor izontal association elements around i t f o rm 
some non- l inear element, l ike a diode. In t e rms 
of our model, th is is what it means to be an 
"exper t " . The problem of the c r i t e r i a by which 
the mechanism is to decide which elements are 
to become surrounded by diodes is fa i r l y 
complicated. The specif ic c r i t e r i a for "exper t ise ' 
w i l l probably vary rad ica l ly wi th the specif ic task. 
In any case the specif ic c r i t e r i a are less important , 
at this point at least, if we can say something about 
the manner in which they are applied; and this 
we can do in a general way. 

The f i r s t thoughts on how "exper ts " might 
be recognized arose out of a consideration of the 
d i f f icu l t ies encountered in a series of attempts, 
by var ious members of the biology department at 
M. I .T . , to make re l iab le recordings of neurons 
f i r i ng in the ret ina of var ious ver tebrates. Much 
of this work is unpublished because the resul ts 
were negative or inconclusive. It was found that 
i t was v i r tua l l y impossible to estimate the 
re l i ab i l i t y or accuracy of the experiments because 
the resul ts were not in general repeatable. It 
appears that much of the di f f icul ty was due to 
feedback f r om other parts of the nervous system 
and to influences f r o m other systems in the 
organism which at var ious t imes are more or less 
loosely coupled to the v isua l system. 

This sort of problem is hardly new or 
unexpected. For theneurophysiologist, "feedback 
f r o m other a reas . . . " , has become one of the facts 
of l i f e , an occupational hazard to be endured 
without complaint. Largely because of the work 
of Hernandez-Peon(8), it is now wel l known that 
there are contro l centers in the bra in ( i .e . , the 
re t i cu la r format ion) in vertebrates which can 
regulate the output rates of afferent, or sensory, 
neurons. It is estimated that in the f rog about 
10% of the f ibers in the opt ical stalk are channels 
fo r feedback to contro l the f i r i ng rates of ganglion 
ce l ls in we l l . I t is very l ike ly that this feedback 
is used to contro l the amount of in format ion 
del ivered to the b ra in . I t is not surpr is ing that 
the b ra in cannot attend to or process a l l the inputs 
that are presented to i t . At any one t ime many 
inputs represent mere ly background noise and can 
be ignored without any ha rm. It natural ly occurred 
to us that the mechanism for recognizing 
background noise and e l iminat ing it could also be 
used to recognize faulty neurons. Fu r the rmore , 
the mechanism whereby the decision is made to 
attend more closely to an object could also be used 
to recognize those neurons which seem more 
re l iab le indicators of objects worth attending to. 
The mechanism of at tent ion-contro l appears to 
involve feedback commands which can select a 
sma l l set of neurons whose output is to be enhanced 
or inhibi ted. It is as though a centra l cont ro l 
system could determine which neurons to ampl i fy 
and which to tu rn off. If we knew how the animal 

system did th is , we might have a scheme for 

recognizing the re l iable and unrel iable 
components. 

One clue was suggested in the fol lowing 
statement, made by Dr. McCulloch explaining some 
of the di f f icul t ies in in terpret ing the outputs of 
electrodes implanted in the v isual system: 

" . . . The mouse, which does not tu rn i ts eyes 
and keeps them open, is another nice animal to 
work on. His ret ina is the same a l l over , and 
whether you get a response f r om a par t icu lar 
ganglion ce l l or f r om a par t icu lar axon depends 
upon whether the mouse is hungry or whether it 
has smelled i ts cheese. If it has, then it bothers 
to look, but it w i l l not look the rest of the t ime. 
The mouse shows very l i t t le response to any v isual 
st imulus. The situation is far too complicated 
to be solved wi th a set of electrodes"(9). 

The s t r ik ing thing here is that one sense modal i ty 
(e.g., olfaction) may regulate another (e.g., v is ion). 
It suggests that neurons repor t ing the presence 
of an object have thei r output rates increased or 
decreased according to whether or not the object 
is reported by more than one sense. That i s , 
neurons ident i f ied wi th objects that are both seen 
and heard, or seen and smel led, tend to be those 
that are in some more " r e a l " , and so there are 
the ones that have their output rates enhanced. 

The requirement that two or more sense 
modal i t ies agree may be related to the fact that 
noise on one sensory channel is not l ike ly to have 
any interest ing re lat ion to noise on the other 
sensory channels. Two sense modal i t ies, 
considered as communication channels, are not 
l i ke ly to be susceptible to the same kind of noise; 
things which d is tor t v isual inputs probably do not 
d is tor t auditory ones. 

It seems then that in a certa in sense we are 
l ink ing our method of expert - recogni t ion with a 
kind of "coherence theory of t ru th . When two 
dif ferent channels agree on the presence of an 
object, the gain on those neurons agreeing is turned 
up. If in the act of modifying the gain on those 
few neurons, a diode (or some s im i la r non- l inear 
device) is formed around those neurons, our 
mechanism is complete. This is a general account 
of the method we propose to pursue. It s t i l l leaves 
a lot unanswered. For example, the way in which 
it is decided whether two sense modal i t ies "agree" 
is not at a l l a t r i v i a l mat ter . One can easily see 
why the c r i t e r i a for the coherence of inputs has 
to be handled in t e rms of the specific inputs. It 
is one thing to see that the resul ts of two di f ferent 
methods of computation agree, and quite another 
to see that two dif ferent fo rms of input somehow 
match. It could be a l i t t l e l ike t r y ing to match 
two person's automobiles and wardrobes on the 
basis of theories about underly ing personal i t ies. 

A specif ic set of c r i t e r i a for agreement in 
the case involving the ret ina w i l l be considered 
later when we begin to apply some of these 
pr inc ip les to the problem of the design of an eye. 
At this point we w i l l assume that somehow, the 
mechanism has cor rec t ly ident i f ied the "exper t s " , 
or the more re l iable components. F igure 3 shows 

how a peergroup might be expected to improve 
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the system response with only a smal l number 
of "exper ts" . Clear ly any voting device, which 
sums the outputs to determine the major i ty 
decision, w i l l be cor rect more often if i t can give 
this kind of weight to the components which are 
more l ike ly to be correct . 

Although we have proposed a model of 
peergroup functions as a solution to the re l iab i l i ty 
problem, it is fairLy :L - tr " i * t it also could pass 
as^ a theory of learning and self-organizat ion in 
general. In this regard a comparison with some 
of the other efforts in this area is instruct ive. 
The most publicised effort in the f ield is the 
"percept ron" approach.. The perceptron is 
s t ruc tura l ly the simplest of a l l the learning devices 
proposed thus far. The unfortunate thing about 
the perceptron is that it is not immediately obvious 
that it works. We need a proof to convince us 
that this process of threshold modif icat ion in a 
randomly connected network actually converges 
on anything. The present suspicion is that it does 
not, at least in the interest ing cases. 

The peer group model proposed here is too 
structured a mechanism to count as a perceptron, 
at least in the ord inary sense. While the perceptron 
is an attempt to answer the question, how much 
function is possible wi th how l i t t l e s t ructure, the 
peer group mechanism is an attempt to face the 
problem of how to f ind a middle ground between 
a conventional highly structed but unrel iable 
machine and a re lat ively structureless machine 

which finesses the quality control problem. It is 
clear that we know how to achieve good quali ty 
control in some things, and it is important to take 
advantage of that asset when we can. On the other 
hand, it is clear that sometimes we cannot achieve 
the quality control that we might l i ke , and here 
it is important to learn how to take advantage of 
the other side of the coin as we l l . 

Unlike the perceptron, we do not need a proof 
to convince us that the peer group process is 
convergent. (In some sense, it is c lear ly not 
convergent since the process passes through, but 
does not necessari ly stop at, the desired point.) 
Rather we need a demonstration that the learning 
process does not rapidly deter iorate into an aging 
process. Modif ications in the network are made 
only by breaking connections, not by making new 
ones. This breaking of connections is the basic 
mechanism for dividing groups of s im i la r logic 
units into peer groups. It is easy to see that after 
a long period of t ime the connections between two 
uni ts, which are very s im i la r (e.g., they may 
compute the same logical function but have di f ­
ferent thresholds), and which should be in the same 
peer group, f ina l ly w i l l be broken. If no two units 
are ever exactly a l ike, even two that are very 
s im i la r w i l l eventually have f i red di f ferent ly 
enough t imes so that the association elements 
between them w i l l have deter iorated. This shows 
that the process as we have outlined it has an 
inherent aging problem. Af ter the in i t i a l format ion 
of the peer groups, the groups w i l l continue to 
divide and get smal ler . When the groups get smal l 
enough to reduce the probabi l i ty of there being 
an expert within each group, then it is obvious 
that the system w i l l begin to f a i l . 

There are several obvious ways in which 
this aging problem could be overcome, or at least 
postponed. For example, if new horizontal 
association elements could be made to grow and 
replace those that had deter iorated, it is easy to 
see how peer groups would become more stable. 
In fact the animal may do just th is . If we identify 
these association elements with hor izontal or g l ia l 
cel ls in the nervous system, such a regrowth could 
be explained. In the nervous system, neurons are 
not regenerated; after b i r th they only deter iorate. 
Any theory of learning which is attr ibutable to 
animal systems must take this into account. 
However, g l ia l cel ls are not neurons; they are 
s t ruc tura l cel ls which help hold a layer of neurons 
together. G l ia l cel ls are in fact known to be 
regenerated. In the past it was hard to f i t these 
g l ia l cel ls into a convincing theory of the nervous 
system because, as g l ia l ce l ls , they are incapable 
of per forming any of the interest ing tasks which 
we can attr ibute to neurons. As passive elements, 
they can have only the propert ies of mater ia ls l ike 
copper w i re and res is to rs ; they cannot be active 
elements l ike t rans is to rs . 

Although the regeneration of these 
association elements is an obvious way to improve 
the system, in this study we have avoided re ly ing 
on this expedient because we want to exhibit a 
design which is capable of being buil t within the 
f ramework of current technology. We are at­
tempting to formulate a design whose manufacture 
consists in dumping a number of micro-e lements 
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made wi th very poor quali ty contro l , to insure 
var ie ty , into a container, shaking the container 
to level out the pi le into a layer , and then pouring 
a g lue- l ike mate r ia l in to f ix i t . The glue 
presumably has the propert ies of our association 
elements. It seems unl ikely that we could come 
up with a " regenerat ive" glue, in the requi red 
sense, and so we have directed our efforts at other 
expedients which help stablize peer groups and 
result in a long and useful l i fe span before they 
deter iorate. 

Some computer studies of the peer group 
mechanism have been ca r r ied out wi th a smal l 
robot designed to learn to solve a s imple maze 
problem. The resul ts indicate that this sort of 
mechanism, bui l t with in fe r io r qual i ty contro l by 
ord inary standards, can actual ly begin to learn 
something about an unkown environment by 
determining which of i ts many and var ious 
coponents best best cor re l la te with one another 
in that environment. This pr inc ip le of re laxing 
qual i ty contro l and "cover ing a l l bets" in an unkown 
environment sometimes pays off in surpr iz ing 
ways. What was par t i cu la r ly interest ing in these 
experiments was that many so-cal led 
imper fect ions, such as loose connections, actual ly 
turned out to play an important ro le in the 
processing of sensory inputs. A loose connection 
for example was shown often to be a very good 
wa l l sensor when it happened that the "noise spike" 
i t generated systemat ical ly corre lated wi th other 
sensory inputs expl ic i t ly designed to repor t impact 
wi th obstacles. A fu l l repor t on these robot 
experiments is expected to be published in the near 
future. 
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