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Summary

This paper presents some fundamental properties
of a statistical organizer that are considered from
the view point of system organization and organiz-
ing capability. The system performance is evalu-
ated by means of the concept of the information
processing capacity under the assumption that the
pattern is distributed according to the multivariate
normal distribution.

In the two-category problem , the typical statisti-
cal organizer, the Bayes organizer and the re-
gression organizer show the same organizing
capability in the first-stage approximation and the
information processing capacity becomes 1 for
each case.

The organizing capability of the organizer depends
upon the information which is uthzed for the
system organization.

The relationships among them are analyzed theo-
retically, and if the system is organized by the
combination of subcovarlance matrices of rank

N (1 = | s ) obtained by the samples, the informa-
tion processing capacity is reduced to max (N1/N)
(- 1s).

The relation of the organizing capability between
the linear organizer and the nonlinear organizer
is obtained theoretically for some cases.

The same considerations are also applied to the
typical R category organizers and the information
processing capacity becomes R if R times weight-
ing elements arc adopted. Several kinds of the
computer simulations are obtained to check the
theoretical results. These results coincide well
with the theoretical ones.

Introduction

In the self-organizing system, there are two
typical organizers: the non-statistical and sta-
tistical. The non-statistical organizer is re-
presented by Perceptron type procedure. The
properties of this organizer, such as the capa-
bility of the information processing and the
concrete method for the organization are reported
in several papers. Although this system shows
high capability in information processing, it has
some disadvantages as follows:

(a) If the input patterns are not linearly separable,
the organizing procedure does not converge and
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to check the linear separability, numerous trials
are sometimes required.

(b) Even though the patterns are linearly separa-
ble, numerous trials and large memories are
also sometimes required.

In contrast to the disadvantages of non-statistical
method, the statistical method has many merits
from the practical point of view.

These merits are summarized as follows:

The system can be organized in an optimal way
even when the input patterns are not linearly
separable, (b) the organization of the system can
be made quickly by the analogue technique.
Several kinds of the statistical organizers have
been developed.

However, the capability of the organizer to
process information should be further investigated.
From this standpoint, we took the theoretical
evaluation of the statistical organizer into con-
sideration. We introduced some new concepts of
the information processing capacity and the per-
cent information processing capacity, as in the
case of the nonstatistical organizers.

The organizing capability of each organizer is
evaluated by these concepts.

The problems which are taken into considerations
are (1) the organizing capability of the typical
organizers, (2) the relation between the organizing
capability and the information which is utlized for
the system organization, (3) the relation of the
organizing capability between the linear organizer
and the nonlinear one, and (4) the properties of
multi-category organizer.

1. The Properties of the Typical
Statistical Organizers!*)

In this section, two typical organizers, the
Bayesian organizer and the regression organizer
are taken into consideration in order to make
clear the general behaviors of the statistical
organizer. Our basic assumptions are as follows:
(a) The patterns are classified into two categories,
I and II.

(b) Both categories have a member of—jf- sample
patterns, respectively, (We can also extend our
analysis with slight modification to the various
cases of different sample patterns in each
category. )

(c) Each pattern is represented by an N dimen-
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sional vector X and each X is distributed according
to multivariate normal distribution N ®..D0=

1, 2) (; is an N dimensional unknown véctor and
L is an N x N unknown matrix) and

{d) The eample covariance matrix is assumed to
be full rank,

1,1, The Bayesian Organizer

In this modet, the fundamental principle is to find
i which minimizes C when the input pattern X

is applied; x(®
where
- il oy
Cxgi jfl (| )P [HPG) (1. 1)
and A{i] j) iz a loss function assigned to this
system,
For simplicity, we assume A(i|j) by

U IR P S (2

Estimating the mean and the covariance matrix
by unbiased estimators, one obtains the decision
function which decides the region of classification
into 1, R) and into II. R as follows:

- 30, 32
Rl;_)gs{ ——( ”)s_{)o (1. 3
_d" 21—(“” « X3 5'15'40

6' “'(1)

(L. 4)

where

E‘J) {j =1,2) are the sample means fcr each
category, and S is a sample covariance matrix,

1.2, The Regression Organizer

In this system, we assign the desired RPtput Y(J)

to each pattern X2 x i} {(j =1, 2, @a =1~ ) a.nd
organize the we;ght vector W and the threshold
W, 50 as to minimize the Iollowmg Q function;
2
w
J

0=z {r - wxl

The optimum values, W and W, are obtained by

w=vlu , (.7

{L. 8)

and S is a sample covariance matrix.

The final decision function which decides the
region of classification into I, R and inte II, R
is obtained by

(1.9

1, 3. The Properties of the Bayesian QOrganizer

If the sample pattern is applied to the decision
function, the distribution of this output is approxi-
mated by the uninormal distribution:

(j =1, 2) (1.10)

(1. 11)

We define a new parameter db by

dp = . ‘SS

This parameter d_ means the measure of the
separation of two categories, A The distribution of
this parameter is a kind of T~ distribution derived
by Hotelling, (2)

The probability density function of d

(1. 12)

is obtained

by b
I'_'ml + m,
oMk | =511
(4,) = 2 :
N()\} k:o k! rlml rmz
PR B
m m_+ m
l 1 2
lttiJ--‘:!“(-l(H-[-!E T (L 13
4 '4 4 } )
where
N t -1

m,=M-N-1, r==—D%"'D
2 z Pz D
(. 14

D.—

™
._'J-'Z_'“-‘l'

The relation between the correct recognition

probability Ry and db is given by

=§(—2’— ﬁ}

where§(x} is an error function,

&2} andr’(x) ia a gamma function,

{1, 15}

1.4, The Properties of the Regression Organizer

If the input patterns are applied to this system,

the distribution of the output is ap_Eroximated by

the uninormal distribution N, , T). [i" =1, 2);

The assignment of the desired output Yi¥is an

imfortant problem, However putting Yil) =1 and
= =1 proved to be an optimum assignment,
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. P =g
In this case, Mj and T are given by

t t
~ M -1 ~ M -1
“}'4§Y.§' “2"452,6:

t t
oM -1 -
and T=36 ¥Ee-Fvh).
A new parameter dr ie defined by

M cto-1
4,250 Y4 .

(1. 16)

{1,17)
The correct recognition probability is obtained by

(1. 18)

After some manipulations, it is proved that d_ is
the unique eigenvalue of the foliowing equation,

188628, 1= o .

and d ,
T

[ 5.0, -ml= o .

-0

(1, 19)

{1. 20}
where

8. =P—-8 ;8 =M- s
- = {1. 21)

S+S§t

-0 - 0=0

It

and B

We obtain the important relation between db and
dr by 4d
4 O —— .

b >4 (1, 22)
T

Substituting this relation in (1, 19), we obtain the
following probability density function of d_ , when
v r

=1 and ¥ (2) = 11 ;
a a
ml + mz
@ gk o - k- —3 )
fld =2 — .
T ko k1 Bl ok, =2
‘ 2 T2
m m
—"2—1+ k-1 _ZE -1
d_ 2-4) (1. 23)

where B(x) is a2 Beta function,
This is a kind of noncentral Beta distribution,

1,5, The Organizing Capability angd the Informa-
tion Processing Capacity of the Organizer

The probability density function of the carrect
classification is determined theoretically as the
function of M, N,{g, - &2} and E for each organ-
izer, But in order ]i:o have an insight in the
groas, we pimplify the problem by considering
the representative parameters of the distribution,

We define R'b and Rr by

R,=P(@) and R_=4@) .
where _é- and ? are the mean value of cach

distribution db :fnd dr , respectively,

We define two concepts, the information process-
ing capacity In and percent processing capacity

Ir(lbl {a %) of the Bayesian organizer by the

following equations:

(1. 24)

(byo M R, =
1S ), when R = 1 (1. 25)
and
}n{b) @ 2 (%), whenR_=a% . (L 26)

This means the pattern processing capacity for
one dimension. The same definition is also
adopted in other orgamizers as discussed in the
following section,

1,6, The Organizing Capability of the Bayesian

and the Repression Organizer

By the definition of-ﬁ and Tlr , these are
cbtained {inally as foﬁows:

= —_ 2\ M
sz Rr =%{J{l+"ﬁ') f ['“N_' 1y )

As the typical cases, we consider the following
problems,

{1} The pattern ie distributed according to N(0,Z).
{2) The pattern is distributed according to

(1. 27)

1 . 1 .
N(?A-I-' Z,) for I categories and to N(-5~AL Z

for II, respcctively;

0 ) YOS
wh 0 : ?\\ :
e2re -0- = : .l = 1 and = H Y . :
[ : l 1 L) ?
o, 1 : 1.
9. --%
{1. 28)
For the {irst case, we obtain
_ 4N 4 _ 2N
db=M_N_3_.M__landdr=-M_(M-N>3)
N {L 29)
- = M
d R, = =§ i —_—— ] 1, 3¢
an b Rr {1] / IN } { }

These results imply that

B, =1 and ir=1 if M>~ N (L, 31)

b
The information processing capacity and the per-
cent information processing capacity are given by

(L
n

) (L 32)
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and
(b} _ (1) e
.ln (99 ﬁ]-ln (99 %!— 1+ 0,184 . {1, 33}
For the second case, we obtain
M 2
- _ 0+ —)
R =R =}( 4 14+ (N-1% } (1. 34)
b T M
\ N - i

and

{b) =1 (T - M,
LU99%) =1 (99 %= 14 0,184 (1+ 2

Al

Ty N-Dg! . (1. 35)

1, 8. Computer Simulations

In our simulations, the normal random patterns
distributed according to N(0, II) are adopted
first. (Il is an unit matrix), Every point on the
curve is obtained by the mean value of the ten
trials.

Figures {1} and (2) show the theoretical curves and
the experimental results of the mean recognition
rate v8. M/N for the Bayesian organizer and the
regression organizer, respectively.

The results of the computer simulations show
good agreement with those of the theoretical
curves, The same results are also obtainecll when
the patterns are distributed according to N(-é-A_I,

Z)) for 1 category and to N(- zl—a_l, Zy) for 11,
respectively,

2, The Relation between the Organizing
Capability and the Total Information Which
ig Utlized for the System Organization

We consider the effect on the organizing capability
by the information which is utlized for the system
organization, In this section, the Bayesian dec:-
sion rule is adopted as the basic principle for the
systern organization, so the mean values and the
covariance matrices of the sampled patterns are
only utlized for the organization, The decision
function iz organized so0 as to be the admissible
linear function.

The assumptions for the input pattern are the same
as in the Section | except the agsumption for the
covariance matrices, Consider the typical case

in which the covariance matrices I and Z have
the following relation,

and

CZn
C.T C
&2 &
z,- 8 (2. 3)
LY
D c
X = m=1lm J

where each C, is some constant, The rank of &y;
and I2j are eciual to N; .

In this section, the system is organized with the
partial information such as the unbiased esti-
mators of p(j] and X,; , respectively., These are
denoted by X (1") and §);. The information
contained in the matrices A, B, C and D are not
utlized.

The admissible linear decision function g{X) is
obtained as follows:

glX) - WX + W_ (2. 4)
where
-1 gl =(2)
W= (1S, 4 £,S) S L 2
{2.5)
W:-“fti‘(“)-}twtsw, t +t,=1
o T2 1 === 17 %2
4 LS r ™
ot &)
A 5)
[} \\ 0
ot §5 ! N
-x-( = | =1 = \\
0 L]
| LY
= {r) “S
.\ y ) =lm
. Lo < (2,6)
CS
=1 0
-— \\
5," 0 ~
\\‘
Cmﬁlm
L .
M/2
=2t _ 2 {r}
l{(i)FM,fl }_(U. (r=1, 2} ,
and
M/2 t
o1 Bl () (D
By = -z[jzﬂ‘ i " Hy) By~ Hyy)
M/2 t
€L (2) T2, (2312
T Ky - Xy W&y - Ry ’]
1= 2.7

r L
We put
(r)
E ) £y
WL @y, g = Ezi |2

1 \

' (r) g \E

£ (m) 3 £1m )
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The putput of g{X) is approximated by the uni-
normal distribution with the mean W“Xl + W and
the covariance matrix wtslw » If X belongs to I,

The average correct recognition robab111ty in
this system is given by §“ll ‘Et.s.l W) for the
pattern belonging to I, and by@(t w SZW) for
the pattern belonging to II

Putting ti' ‘f_Sq\_ﬁ_f =y, (i =

after some calculations that y‘.‘ is proportionalily
distributed according to the sum of the noncentral
F distributions,

The mean value ﬁ of yi)' and y¢ of yg are

1, 2), it is proved

2
obtained, respectively, as follows:
2
-2 m 2M - 2)(1 + Ci}t] N +
V=T (2.8)
i=
M(t1+cit2) M-N]-3
and 2
_p m2aM-2 (+C)Ct, N+Y
Yz = Z 2
1=1 M (t1 tCto) M-N -3 '
(2.9)
where
M -] ;
\P: VtE v andV*J._L](} (]
to2leC) Ty Th
(2,10}

By the definition of the information processing
capacity, In » 1 this organizer becomes:
= N,
Irl = max(™'i / ) {2.11)
The mean recognition ability R
given as follows af M, N>»1

R - é—[§ ) +§j@]

As typica] examples, consider the fellowing cascs,
(1) t V =0 (i=1, 2, I, are the same as
}2 zfand (273) and Ny = Np = == = Ny, = B

is approximately

(2.12)

and

(i) t, =t

.
_m

We obtain ;12 and ;: for each caee as follows;

-2 1 ] m ZCi
and yzz-l\i _L{—-Z(1+C]) {2.14})
N "~ m
-2 =2 M 2 M 1
Wy =y s T TR -me VN )
(2.15)
M 2 M 1
and R § Tm 4+ (N - m) )!(FI——_H?}.

(2.16)

The results obtained by these analyses show the
very interesting fact that if the distributions of
both patterns have the covariance matrices as
Eq, (2, 2) and (2, 3), the organizing capability of
this system is limited to max (Ni.fN]. The
relation between the organizing capability and

the totzal information which is utilized to organize
the system is obtained by Eq. (2, 16) for the case
{1i). This result implies that the information
processing capacity decreascs to py and the
curve RD vs. M/y decreases more loosely with
the increase of m,

The minimum distance classifier is the most
cxtreme case stated above, In this orgamizer,
the information contained in the covariance matrix
is not utilized at all and the decision is based
only upon the difference of the means of two dis-
tributions. The information processing capacity
becomes zero in this organizer.

The theoretical curves for RD vE, M,fN are given
in Fig. 3 for the typical cases of m with computer
simulations.

3. The Relation of the Qrpganizing
Capability between the Linear Orpganizer
and the Nonlinear Qrganizer{?)

As is well known, the optimum Bayesian
crganizer becomes the guadratic form if the
patterne belong to N(E Zj) (3 =1, 2) and the
covariance matrices are different,

Because the general consideration of the
crganizing properties, when Z; ¥ X, , is very
compllcated we treat the simple case where

\2 Z2=Z; as a first step.

The relation of the organizing capability between
the linear organizer and the nonlinear organizer
are made clear in the following discussions,

We investigate the characteristics of the linear
admissible organizer and the optimum nonlinear
organizer separately and then summarize them.
The assumptions for the pattern are the same as
in the Section 1 except that the covariance
matrices are different, We assume that X, =X
and that A2 is known,
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3, 1. The Properties of the Admissibie Linear
Organizer

Assigning the loss function M(i ] j) as 1 - &, and
minimizing the system loss, the admisasib
linear decision function g(X) is obtained az
follows;

1 1= -
gx) = § 7% - == &I %Py 5y

where
§=z0 . %2

P4

and
1 1 M/2 _ _ t
5= “'5_" 5 {xtl) . l((IIH_)_((I! . _}S(l))
M -2 1€ a=l @
M/2 —2 t
+ 5 @:2) (z)] {x(z) (z;) } (3.2

a=1

Considering that the output of g(X} is distributed
approximately according to uninormal distribu-

tion, the recognition probability R is given as

follows:

1 P
R Pt (o)

a-§'s'S . (3. 3)
M-N-1
-~
is diatributed a.ccording

where

After calculations, it is proved that

1 M 1
M-z 22,1 db
to noncentral F distribution and the mean of d'b is
obtained as follows;

1+

e
Elf(%)}z 2{k2+ ly-ﬁ-—w—-(m, N > {3. 4}
-ﬁ-- 1
where
I M t
==, k) I By -y (3. 5)
\l" kz+l 2 i 2 3 2
The mean recognition ability R is obtained as
follows; ’
R O
R, =P (]2 ) (3.6)
h+pz -l .

The analysis given here shows that the influence
of X im slight; —R—L becomes minimum at A = 1 and
shows a slight increage with a change of X,

The relation between R} and M/n when'\/-f =0 isg
given in Fig, 4 with some computer simulations,

3. 2. The Properties of the Optimum Nonlinear
Organizer

Consider the properties of the optimum nonlinear
organizer, assuming the same input patterns ae

in Section 3.1 :

We consider the case AY |, but the same results
are aleo true for A< 1,

The basgic decision function ie obtained as follows:

2 2
-21 X+ z1 A" 3@,
) | xe- 1

g(X) = A

: %%
LS| AT-1

i —m -(Z)
2 22,

) s %19,

- N iog A, (3, ?}

where XU} (i =1, 2) are the sample means and §
is the same ag Eq. (3, 2),

The approximate distribution of g{X) is theareti-
cally obtained for both cases when X belongs to 1
or to II, respectively, These are expressed as
the sum of the distribution functions,

Substituting the mean values for these functions,
the mean recognition ability iN of this organizer
is obtained,

This is the first stage approximation of the
capahbility of this organizer,

After troublesome derivationa, —RN is obtained as

follows; 3} - X
N 2 4 k=o x|
®
2 —+k-1
l y -
=) dy

{3.8)

where
g a0y 'R
Y % -1
—  pfany L+ :zé
\f':. n? -yl -&M- -1
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C= kz l M ) + Nlng A {3.9)
_ M

R I L S

1 ?\2-1 2 ?\2-1

and.\l" is the same as Eq. (3.5), __
When Y = 0, the relation between Ry and MJ’N
1s obtained in Fig. 5 with the computer simula-
tiwons,

3. 3. The Relation of the OQrganizing Capability
between the Linear Qrganizer and the
Nonlinear Organizer

By the analyses obtained in Sections 3.1 and 3, 2,
the organizing capability of the nonlinear organ-
1zer also shows the same information processing
capacity, 1 = 1, But it must be mentioned,
however, that the number of the weighting ecle-
ment which ig required to organize the system is
N(N+i)/2 . In the derivation of I, it 18 im-
portant to mention that the dimension of the input
pattern N is adopted instead of the number of the
weighting element,

The improvernent of the orgamizing capability
compared to the linear case is quite poor when

%% 15 near one, although this situation is improved
rapidly with the increase or the decrease of A2,
The theoretical results and the computer simula-
tions show that the organizing capability of the
linear and the nonlinear organizer are nearly the
same if 0.8 £ \2< 1.2,

From these considerations, it is important to
develop the useful nonlinear organizer for the
case where A2a 1,

4. The Organizer for R Category Problem

The organizer decribed in the previous section is
chiefly auitable {itted for the two-category
problem.

Because of its complexity for the final decision,
it is not always suitable for the multi-category
classification, In order to improve this point,
two multi-category organizers, the modified
figher organizer and the modified regression
organizer, are considered.

The organizing capability of these organizers are
evaluated theoretically and experimentally,

The basic assumption for the input patterns is
the same an for Section | except that the number
of the category is increased to R and the number
of the pattern belonging to each category is M/R,
The met of the category are composed of “’1 y Wy
R ] wR .

It should be mentioned that the organization of
the classifier described in this section has no

relation to the distribution but, for simplicity,
the case )= 22 =+... = Zp = § is considered,

4.1. The Modified Fisher Organizer

In this system, the classifier organizes the
decision function for each category,

Thus, there are R organizers. The input
patterns are assumed to be distributed according
to Nm. ), respectively., (j =1~ R}. The
linear funcglon for each categorizer is organized
to make the following functlon F; maximum under
the constraint such that wy S}“_fj =C:

where

¢ 2
{E wwx)
Fj = (X € W)
v AWH

(4. 1)

Using the methed of Lagrange multiplier, and
after some calculations, the decision function
gf}_(} for each category is obtained as follows:

g(X}-IXJS x-xM =1 R @2
- M/R
where X[J) = ﬁ—a:l _}_(éj)
and
R Mip . _. f et
S = 5 (Xt]) _ x(]]}(x(]) _ x(])) . (4. 3)
= M-R o T¢ T e =

By this organization, the pattern is classified
into the category Wy if g;(X) (i = 1~R) shows the
minimum value at i = §,

The correct recognition probability of this organ-
izer is obtained by calculating the conditional
probability P{i | 1) such that

Pliln=p_{ |gll>[gi| | xeW }.

After some calculations, P{i | 1) is approximated
by the following equation ;

dy;
Pli | ) z@ 5 M1 -

(4. 4)

(4. 5)

where ¢ 1

R{t + P} B Z B M

i 1 i
4= "™ } <R

("r-q— - R} R
and o __N‘[__ A 6

TR B E (4.
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Thus the average recognition ability R
approxXximated by

4 a
PR 1 i i
Re=1-73 f ?@( 2 )l(l-§(j 2 ) e
ikj

As the most typical case, we consider a two-
category problem, assurning that both patterns
belong to the same distribution N{0, T ).

In this case, we obtain

Fll

M .
N 2. (4. 8)

By the definition of the information processing
capacity, we obtain

M
= (-ﬁ-}-ﬁ 1= 2 . (4. 9}
F
and M
1699 T} = ‘T\T”’i}_ - 0.99" 2,150 (4.10)

The analysis obtained here can also be extended
to the R-category problem and we obtain as
follows:

It should be mentioned that the information
processing capacity for one weighting element in
also one in this organizer, as in other cases dis-
cussed in the previous sections, The theoretical
curve for this example is given in Fig, 6,

4, 2, Modified Regression Classifier

We have already discuesed the regression organ-
izer for a two-category problem in the Section I,
This method can be straightly extended te an R~
category problem,

We set the optnma.l super surface for eachwl. so
thatl w.tx + W, :| becomes minimum on the aver-
age u.nder the constra.mt such that |Wt =C,
After some calculations, it is proved thaJt the
sarmne decision functions are obtained for each
category as shown by Eq. {4. 2).

From this consideration, the results obtained in
the previous section are also true for this
organizer,

5 Conclusion

The properties and the organizing capability of
the statistical organizer are analysed systemati-
cally by means of the information processing
capacity and percent information processing

capacity,

So far as these concepte are concerned, we found
that the Bayesian organizer and the regression
organizer show the same organizing capability in
the first stage approximation and the information
proceseing capacity becomes | for both cases,
The relation between the organizing capability
and the total information which is utilized for the
system organization is studied for some typical
cages,

As one of these results, we obtain the interesting
fact that if the distributions of both patterns
belong to N[E « Z)(j =1, 2), the information
processing capaclty is limited to max{Ni/n},
where Nj is the rank of the subcovariance matrix
which is utilized to organize the classifier,

The relation of the organizing capability between
the linear classifier and the nonlinear classifier
is obtained when the patterne are distributed
according to N{p) , A*Z ) and N{gz, Z)
respectively,

The effect of AZ on the organizing capability is
discussed. So long as the admissible linear
organizer is adopted, the variation of the organ-
izing capability is slight with the change of X,
Although the optimal nonlinear Bayesian organ-
izer ehows a higher organizing capability than
the linear organizer, the improvement of its
capability is poor as long as 22 is near 1, This
situation can be improved rapidly, however, with
the increase or the decrease of A<,

For the R-category problem, two typical organ-
izers - the rnodified {isher organizer and the
modified regresasion organizer - are studied,
The organizing capability of these organizers are
also evaluated by means of the information
processing capacity,

Both organizers show the same organizing capa-
bility for the R-category problem with I, = R .
This implies that the crganizerse can treat R.N
patterns correctly. But the number of the weight-
ing element required for the systern organization
is also R-N. In arder to check the theoretical
results, several kinds of computer simulation are
rnade for the organizing capability and the infor-
mation proceasing capacity for each organizer
using the random patterns, These results coin-
cide wel] with our theoretical results,
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