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ABSTRACT 

A fami ly of superv ised, nonparametric dec is ion r u l e s , 

based on to lerance reg ions , is descr ibed which inc ludes the 

k-Nearest Neighbor dec is ion r u l es when there are two c lasses . 

There are two p r a c t i c a l reasons f o r doing so: f i r s t , a fami ly 

of dec is ion ru les s i m i l a r to the k-Nearest Neighbor ru les can 

be spec i f i ed which app l ies to a broader c o l l e c t i o n of pa t t e rn 

recogn i t i on problems. This is because, in the general c lass 

of r u l e s , cons t ra in t s are weakened between the number of 

t r a i n i n g samples requ i red in each t r a i n i n g sample set and the 

respect ive a p r i o r i c lass p r o b a b i l i t i e s ; and a d i s c r e t e loss 

f unc t i on we ight ing the importance of the f i n i t e number of ways 

to make a dec is ion e r ro r can be in t roduced. 

Second, w i t h i n the fami ly of dec is ion ru l es based on 

to lerance reg ions , there are dec is ion ru les which have a 

property a l l ow ing for preprocessing of the t r a i n i n g set data 

r e s u l t i n g i n s i g n i f i c a n t data r e d u c t i o n . 

Theore t i ca l performance f o r a spec ia l case is presented. 
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