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Abstract

Users can often naturally express their preferences
in terms of ideal or non-ideal solutions. We show
how to reason about logical combinations of dis-
tance constraints on ideals and non-ideals using a
novel global constraint. We evaluate our approach
on both randomly generated and real-world config-
uration problem instances.

1

In many application domains users specify their desires in
terms of assignments to (a subset of) problem variables. For
example, when planning a vacation, a user might have an
ideal holiday in mind. This ideal holiday might, however,
be infeasible. Consider as another example purchasing a car.
The user might like two models on display (say Volvo and
Jaguar). Moreover, she does not like at all a third model (say
Lada). As a result, she might want to sample models similar
to Volvo and Jaguar whilst different from Lada. She might
therefore specify “I would like something either like the Volvo
or the Jaguar, but not the Lada”. This type of query is dif-
ficult to tackle using usual constraint-based preferences since
it is not articulated in terms of variables and/or constraints but
rather (partial) solutions. Many formalisms for representing
preferences in constraint satisfaction assign preferences to in-
dividual constraints [Bistarelli et al., 1997]. Others, such as
CP-Nets [Boutilier et al., 20041, specify preferences at a vari-
able level. However, users often like to describe their prefer-
ences at a solution level [Rossi and Sperduti, 2004].

In this paper we present an algebra for complex expres-
sions of distance constraints. We describe a novel soft
global constraint for propagating constraints of distance,
characterise the conditions under which we can propagate it
tractably, and report encouraging results on real-world and
randomly generated instances.

Introduction

2 Preliminaries

A constraint satisfaction problem (CSP) is a triple P
(X,D,C) where X is a finite set of variables X
{z1,...,z,}, D is a set of finite domains D
{D(z1),...,D(x,)} where the domain D(x;) is the finite
set of values that variable x; can take, and a set of constraints
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C = {c1,...,¢m}. Each constraint ¢; is defined by an or-
dered set var(c;) of variables and a set sol(c;) of allowed
combinations of values. An assignment of values to the vari-
ables in var(c;) satisfies c; if it belongs to sol(c;). A feasible
solution is an assignment to each variable of a value from its
domain such that every constraint in C is satisfied. In addi-
tion to the CSP, we assume that we have some symmetric,
reflexive, total and polynomially bounded distance function,
4, between (partial) instantiations of the variables, i.e. an as-
signment of values to some subset of X'. To make reason-
ing easier, we assume that distance is decomposable into a
sum of distances between the assignments to individual vari-
ables. For example, we might have the Hamming distance
given by > . (X[i] # Y[i]), or the generalised Manhattan dis-
tance given by > . | X[i] — Y[d]|.

3 Problems of Distance

We suppose the user expresses her preferences in terms of
ideal or non-ideal (partial) solutions. Partiality is important
so we can ignore irrelevant attributes. For example, we might
not care whether our ideal car has run-flat tires or not. The
fundamental decision problems underlying our approach en-
sure that a solution is at a given distance to (resp. from) an
ideal (resp. non-ideal) solution.

dCLOSE (resp. dDISTANT)

Instance. A CsSP, P, a symmetric, reflexive, total
and polynomially bounded distance function 4, and
p, a partial instantiation of the variables of P.
Question. Does there exist a solution s € sol(P)
such that d(p, s) < d (resp. 0(p, s) > d).

dCLOSE and dDISTANT are NP-complete in general, since
they can be used to decide the cSP, P. If the distance d is not
fixed, dCLOSE and dDISTANT are not necessarily polynomial
even if the underlying CSP is itself polynomial [Bailleux and
Marquis, 1999]. However, one can identify tractable restric-
tions of these problems if d is fixed and the underlying CSP
is polynomial [Bailleux and Marquis, 1999]. We can spec-
ify more complex problems of distance by combining primi-
tive distance constraints using negation, conjunction and dis-
junction; some examples are shown in Figure 1. The laws of
our basic algebra for constructing constraint expressions are
as follows (we slightly abuse the notation used to define the
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decision problems, without consequence) where a and b are
ideal and non-ideal (partial) assignments to the variables:

dDISTANT(a) <+ —dCLOSE(a)
dDISTANT(a V b) <> dDISTANT(a) V dDISTANT(b)
— —dCLOSE(a A D)
dDISTANT(a A b) <> dDISTANT(a) A dDISTANT(b)
— —dCLOSE(a V b)

More complex expressions are also possible. For exam-
ple, we can construct expressions using implies, iff, xor, or
ifthen. Such connectives can, however, be constructed using
the standard Boolean identities.

sol(P) sol(P)

(b) dDISTANT(a)

(a) dCLOSE(a)

sol(P)
(c) dCLOSE(a V b)

sol(P)
(d) dDISTANT(a A b)

sol(P)
(e) dCLOSE(a A b)

sol(P)
(f) dCLOSE(a)AdDISTANT(b)

Figure 1: A graphical representation of the basic constraint
expressions that can be constructed; a and b are solutions,
sol(P) is the set of solutions to the Csp P, and the radius
of the circles represents the distance, d. The shaded region
represents the solutions that satisfy the constraints.

4 Optimisation problems

Rather than specify the precise distance from the ideals and
non-ideals to the solution it may be more useful to minimise
(maximise) the distance to an ideal (resp. a non-ideal).

CLOSE (resp. DISTANT)

Instance. A CSP, P, a distance function ¢, and a
partial solution p.

Question. Find a solution s € sol(P) such that
for all s’ € sol(P) — {s}, d(p,s) < d(p,s’) (resp.
5(p,s) > 6(p,s"))

These optimisation problems are closely related to MOST-
CLOSE and MOSTDISTANT defined in [Hebrard et al., 2005].
Like these problems, CLOSE and DISTANT are FPNFllog .
complete. However, there are some differences. First, MOST-
CLOSE finds the feasible solution nearest to a given subset of
solutions. By comparison, CLOSE finds the feasible solution
nearest to just one solution. We will soon extend CLOSE to
nearness to combinations of solutions. Second, the ideal solu-
tion that CLOSE is trying to get near to might not be feasible
whereas in MOSTCLOSE it is. Third, if the ideal solution is
feasible then CLOSE will return it whilst MOSTCLOSE will
find the next nearest feasible solution.

We can again consider logical combinations of ideals and
non-ideals. For example, we might want to minimise the dis-
tance to one ideal or maximise the distance from a non-ideal.
Distances can be combined in a number of ways. For exam-
ple, if we want to minimise the distance to ideals a and b, we
minimise the maximum distance to either. Similarly, if we
want to minimise the distance to ideals a or b, we minimise
the minimum distance to either. This gives us a new global
objective, F, as shown in Table 1.

Table 1: Examples of some simple distance constraints and
their corresponding objective functions to be minimised.

Constraint |

CLOSE(a V b)
CLOSE(a A D)

Objective function
F = min(d(s, a),0(s, b))
F =max(d(s,a),d(s,b))

Other combinators like + and msin are also possible. We
also permit the distance function to depend on the ideal
or non-ideal. For example, we might want distance from
ideal ¢ to count twice as much as distance from d. In
this case, CLOSE(c V d) gives the objective function F =
min(24(s,c),d(s,d)). To make combinations uniform, we
convert maximising the distance, J, from a non-ideal a into
minimising a new distance, m — d, to a where m is the max-
imum possible distance returned by §. In this way, we get a
single objective F which we need to minimise. Finally, we
consider compiling out an objective function for a more com-
plex logical combination of distance constraints.

Example 1 (Conjunction) We consider again the example
of the choice of car configuration within a large catalogue
used in Section 1. A customer is interested in two models
(Volvo and Jaguar), whilst disliking a third model (Lada).
The query CLOSE(Volvo), CLOSE(Jaguar), DISTANT(Lada)
implements this wish. This expression means that we seek
a solution s that is simultaneously as similar as possible to
Volvo and Jaguar and as different as possible from Lada. It
can be reformulated as the following logical expression:

(CLOSE(Volvo) A CLOSE(Jaguar) A DISTANT(Lada))

which gives the following objective function, F, substituting
max for logical conjunction and converting maximising dis-
tance to minimising the distance complement:

F = max(d(s, Volvo), §(s, Jaguar), m — §(s, Lada)).
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5 Propagation and Complexity

We consider how to propagate such distance constraints. We
observed in [Hebrard et al., 2005] that the problems MOST-
CLOSE and MOSTDISTANT can be solved using symmetri-
cally equivalent algorithms. Similarly, the problems studied
here are symmetric, therefore we focus on minimising the dis-
tance (similarity) rather than maximising it (diversity). Thus,
we introduce a soft global constraints SIMILAR,. The n-ary
operator ® € {min, maz} is used to aggregate distances to
individual ideals:
SIMILARg ([ X1, ..., Xn], N,V ={v1,..., v}, {01,...,0k})
i @777 (2527 65 (Xa,vi])) < N

The operator men handles disjunctions of distance constraints
whilst max handles conjunctions. The constraint ensures that
the distance to a set of ideals V' = {v1, ..., vy} is at most V.
Notice that we assume that the distance between two vectors
is equal to the sum of the distances on all coordinates.

We showed that enforcing generalised arc consistency
(GAC) on this constraint is NP-hard for ® = maxz [He-
brard et al., 2005]. However, enforcing GAC is tractable
when the number of ideals is bounded. On the other hand,
for ® = min, GAC can be enforced in polynomial time for
any number of ideals. Table 2 summarises the complexity of
enforcing GAC on the SIMILARg constraint. We now prove
the results given in this table.

Disjunction (SIMILAR,,;,). Propagating the SIMILARg
constraint for a single ideal can be done in polynomial time.
Indeed, it is equivalent to the problem dCLOSE on a network
involving only domain constraints. Algorithm 1 implements
alinear (O(nd)) algorithm for filtering SIMILAR with respect
to a single ideal (the value of ® is undefined in this case).

Algorithm 1: Prune a distance constraint, single ideal.
Data: X1,...,X,,N,v,0
Result: GAC closure of SIMILAR([ X1, ...
LB« 0;
1 foreach X; do
Ib[i] «— min(d(v[i],
| LB «— LB+ 1b[i
2 min(N) «— max(min(N), LB);
3 foreach X; do
foreach j € D(X;) do
L if min( )+ 6( i],j) — Ib[i] > max(N) then

L D(Xi) = DX\ {i}:
The notation min(N) stands for the minimal value in the

aX”LNvU?(S)

7), Vi € D(X3));

Table 2: The complexity of propagating the SIMILAR con-
straint on a disjunction (SIMILAR,,;,) Or a conjunction
(SIMILAR,;,4,) of k ideals where k is bounded by a constant,
or a polynomial function (p(n)) in the size of the problem.

SIMILAR i | SIMILAR pqz
ke 0(1) O(ndk) O(d*n*12)
k € O(p(n)) O(ndk) NP-hard

domain of N. Algorithm 1 first computes the smallest dis-
tance to the ideal v in loop 1. Then the domain of N and of
X4,...,X, are pruned in line 2 and loop 3. For disjunctive
combinations, we compute the values that are inconsistent for
each distance constraint using Algorithm 1, and prune those
values in the intersection. Using constructive disjunction, we
achieve GAC in O(ndk) time.

Conjunction (SIMILAR,4,). Conjunctive combinations of
distance constraints are more problematic. Consider the con-
junctive Hamming distance constraint:

Deciding the satisfiability of this formula is NP-hard. Hence,
enforcing GAC on SIMILAR,,,, With respect to an arbitrary
number of ideals is NP-hard [Hebrard et al., 2005]. However,
we shall investigate filtering methods stronger than a straight-
forward decomposition into distance constraints with respect
to a single ideal. We shall see in the next section that even
though a distance constraint to a single ideal is easy to propa-
gate and the conjunction of such constraints can naturally be
processed as individual constraints in a network, stronger fil-
tering can be obtained by considering the whole conjunction.

Algorithm 2: Lower bound on V.
Data: X1,...,Xn,N,V = {’U1,...
Result: A lower bound on N
Q < [0,0,...,0];
foreach X; do

Q' —0;

foreach j € D(X;) do

foreach M € Q do
M’ — M,
foreach v; € V do
L M) — M} + 8, wfil):
Q/ — Q/ U M/;

L Q=@
return maz(M|[l], VI € [1,

,vk},{él,. .. 5k}

I

k], VM € Q);

We show that under the assumption that the distance mea-
sure is discrete and bounded in size by the number of vari-
ables (as is the case for Hamming distance), enforcing GAC
on the SIMILAR,,,, constraint with respect to a bounded
number of ideals is tractable. Algorithm 2 finds a sharp lower
bound with respect to a set of ideals. Moreover its worst-case
time complexity is O(dn**1), hence polynomial when the
number k of ideals is bounded. It is therefore easy to derive a
polynomial filtering procedure for this constraint by checking
this lower bound against the upper bound of N for each of the
nd possible assignments. The complexity of such a filtering
procedure would thus be O(d?n*+?).

Theorem 1 Algorithm 2 finds a correct lower bound on the

maximal Hamming distance to a set of ideals, and runs in
O(dn**1) time.
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Proof: This algorithm builds a partially ordered set of vectors
of distances to ideals. A set of vectors is computed for each
variable. Given two consecutive variables X; and X1, two
vectors M and M’ are related in the partial order (M’ > M)
iff there exists an assignment X; 1 = j such that M’ — M =
[01(7,v1[t + 1]), ..., 0k(j, v [t + 1])]. All reachable vectors
of distances are thus computed, so the bound is correct.

We first show that the cardinality of the whole poset is
at most n*. Indeed, the distance measures are discrete and
bounded by the number n of variables, and each vector is of
dimension k, hence there are at most n” distinct vectors. The
cardinality of any layer is thus at most n*. For each layer we
create at most d new vectors for each vector in the previous
layer. This algorithm needs fewer than dn® steps for each
layer, giving a worst-case time complexity O(dn**1). W

Example 2 (Conjunction) We show on our example how a
logical expression formulating preferences in terms of ideals
can be compiled into a constraint network. We assume that
the configuration database involves n variables { X1, ... X, }
subject to a set of constraints C. The objective function

F = maz(d(s, Volvo), (s, Jaguar), m — 0(s, Lada))

is compiled into the following constraint program:

| minimise(N) subject to: |
CX,.. .. X)) &
SIMILAR ez ( X1,...,Xn, NV,

{Volvo, Jaguar, Lada},
{Hamming, Hamming, n — Hamming})

6 Approximation Algorithm

We have seen in the previous section that enforcing GAC on
the SIMILAR,,,q, constraint for a bounded number of ide-
als is polynomial. However, the algorithm we introduced
may be impractical on large problems. We therefore propose
an approximation algorithm, reducing the complexity from
O(d?n**?) to O(nd2*). This algorithm does less pruning
than enforcing GAC but more than decomposing into indi-
vidual distance constraints.

As seen previously, a conjunction of distance constraints
can be represented as k individual constraints. First, we can
decompose it into k individual constraints, one for each ideal:

i X; #vjlt
1=1

Each individual constraint can be made GAC in linear time.
However, by considering the ideals separately, we will not do
as much pruning as is possible.

To see this, consider the following example.
to X5 be 0/1 variables. Consider two ideals: v,
(0,0,0,0,0),v5 = (1,1,1,1,1). We assume that ¢ is the
Hamming distance, and that the distance § from a solution
to any ideal must be at most 2, i.e., D(N) = [0,1,2]. Even
though no inconsistency can be inferred when looking at v,
and vq separately, the constraint is globally inconsistent. Any
variable X,; will either be assigned to O or 1 but not both.
Therefore, the total sum of pairwise differences between a

< N.

Let X1

solution and all the ideals will be at least 5. To minimise
the maximum distance from either ideal, this total number
of discrepancies should be evenly distributed across ideals,
i.e., the minimum maximum distance is at least [5/2] = 3.
Hence we cannot achieve a distance of 2. The approxima-
tion is based on the following inequality, where X denotes
the vector [Xl, v Xalt

25

Now con51der a second example where we add the ideal
v3 = (0,1,0,1,0). We can compute a lower bound for the
minimum maximum distance in the same way. X can either
be assigned 0 which entails 1 discrepancy, or 1 leading to 2
discrepancies. The same is true for X3 and X5 while the op-
posite holds for X and X,4. Therefore we know that the total
number of discrepancies will be at least 5. Hence we can de-
rive a lower bound of [5/3] = 2, and we do not detect an
inconsistency. However, we cannot distribute these discrep-
ancies evenly. As the ideals considered in the first example all
appear in the second example, the maximum distance cannot
be smaller. This observation gives us a tighter lower bound.
In fact, the distance from a solution to a set S; cannot be less
than the distance to a subset S5 of Sy:

Sy C 51 = mazjes,8(X,v;) <mazjes, 6(X,v;). (2)
Therefore, we can consider any subset of ideals, and get a

sound lower bound. By combining (1) and (2), we get the
following lower bound:

mazsc(i.xy ([ Zé X ,05)/18]1) < max? ; 5(X v;). (3)
jes

We introduce an algorithm (Algorithm 3) based on Equa-
tion 3. Notice that in this algorithm we do not require the
distance measure to be the same on all ideals, however the
“threshold” variable /N used to bound the maximum distance
to any ideal is unique. This algorithm goes through all sub-
sets of V' and computes the minimal sum of distances that
is achievable with the current domains. Then for any assign-
ment X = v that would increase this distance above max(N)
we remove v from D (X ). The complexity is in O(nd|S]) for
each set .S considered. If the number of ideals is too large
then only part of the power may be considered. In this case,
the computed lower bound remains valid.

For each subset S of ideals, we compute LB (line 2), a
lower bound on the maximum distance to .S. For each value
on each coordinate we can compute the number of ideals in
S whose distance to the solution would be increased if that
value was chosen. This number, divided by |S| (line 3) is a
lower bound on the contribution that this value makes to the
whole distance. The minimum of each of these individual
distances are aggregated to compute a lower bound on the
distance to the complete set of ideals (line 4). Finally, the
lower bound and the individual distances are used to prune
values. Any value which increases the lower bound above
maxz(N') can be pruned (line 5).

,v5)/k] <max ]fé(X,vj).

)

Theorem 2 Algorithm 3 finds a valid lower bound on the
maximal Hamming distance to a set of ideals, filters the do-
mains with respect to this bound and runs in O(nd2*).
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Algorithm 3: Prune a distance constraint, multiple ideals.

Data: Xl,...,Xn,N7V: {v1,...,vk},517...,5k
Result: A closure of SIMILARyaz ([ X1, ..., Xn], N,V =
{’Ul, NN ,’Uk}, {517 o ,5k})
1 foreach S C V do
2 LB <« 0;
foreach X; do
foreach j € D(X;) do
| Distlil] — 3., cs 010, uli):

LB « LB + min(Dist[i])/|S
| if LB > max (V) then Fail;
min(N) «— maz(LB, min(N));
foreach X; do

D(X;) — {v; € D(X;) | (|S|.LB — min(Dist[z]) +
L Dist[i][j])/]S] < maz(N)}:

s

Proof: We show that Equation 3 is valid. It is a composition
of two straightforward inequalities. Equation 1 relies on the
fact that the maximal element of a set is larger than the aver-
age, whilst Equation 2 states that the maximal element of a set
is larger than the maximal element of any subset. The proce-
dure used at each iteration of the outer loop (line 1) is similar
to Algorithm 1 with the same linear complexity (O(nd)). The
number of iterations is, in the worst case, equal to the cardi-
nality of the power set of {1,. .., k}, hence 2*. [ |

Theorem 3 Algorithm 3 achieves a strictly stronger filter-
ing than the decomposition into constraints on a single ideal:
SIMILAR([ X1, ..., X,], N,v;) Vi € [1,... k]

Proof: (sketch) We first show that Algorithm 3 is stronger
than the decomposition. Without loss of generality, consider
an ideal v;. When the subset {v;} is explored in loop 1, the
computation, hence the filtering, will be the same as in Algo-
rithm 1. Then we give an example to show that this relation
is strict. Let X; to X,, be Boolean variables, and consider
two ideals: v; = (0,...,0),v2 = (1,...,1), and assume
that ¢ is the Hamming distance and N = [0,n/2 — 1]. The
decomposition is GAC, whilst Algorithm 3 fails. ]
Unfortunately, this algorithm does not achieve GAC, in
general. This is to be expected given its lower complexity.

7 Empirical Evaluation

We ran experiments using the Renault configuration bench-
mark!, a large real-world configuration problem. The prob-
lem consists of 101 variables, domain size varies from 1 to 43,
and there are 113 table constraints, many of them non-binary.
We randomly generated 100 sets of ideals, of cardinality 2,
3 and 4, giving 300 instances in total. For each instance we
used Branch & Bound to minimise the maximum Hamming
distance to the set (conjunction) of ideals.

We compared the decomposition of distance constraints
on each ideal separately as well as our propagation algo-
rithm approximating GAC (Algorithm 3) for the combined
distance global constraint. We report the results obtained in
Figures 2(a), 2(b) and 2(c) for 2, 3 and 4 ideals, respectively.

1ftp: //ftp.irit.fr/pub/IRIT/RPDMP/Configuration

We plot n minus distance (the distance complement) against
cpu-time, measured in seconds, and number of backtracks av-
eraged over the 100 instances, in each case. More formally,
we plot the following function, where S; is the set of solu-
tions found at time (or number of backtracks) ¢, V is the set
of ideals and n is the number of variables:

Z (n — maz,evd(s,v))/100.

SES:

“4)

Our search strategy was to chose the next variable to branch
on with the usual domain/degree heuristic. The first value as-
signed was chosen so as to minimise the number of discrep-
ancies with the ideals for its coordinate. In other words, given
k vectors {v1, ..., v}, we choose for a variable X; the value
w € D(X;)suchthat 37,y 4 6;(w, v;[i]) was minimal.

60
50
40
30
20

distance complement

10
0

60
50
40
30
20

distance complement

50
45
40
35
30
25
20
15
10

distance complement

53

52

el

51

50

49

48

47

i

decomposition
rqlcnt:ral cons1r§int

46

45

7

decomposition

44 |
43

) g!oba\ cpnstrajm -------

0.1

1 10
cpu-time (seconds)

100

10

100 1000 1e+4 1e+5 1e+6 1e+7
backtracks

(a) Configuration Problem: 2 ideals

51
50

49

48

47

decomposition
plobal constrz?int

46
45

e

decomposition

[

) g!oba\ constraint

1 10
cpu-time (seconds)

44
100

10

100 1000 1e+4 1e+5 1e+6 1e+7
backtracks

(b) Configuration Problem: 3 ideals

49

48

47

46

45

44

o,

43

decomposition
Plobal constr?int

d

decomposition

42_./4

glpba\ constraint

0.1

1 10
cpu-time (seconds)

41

10

100 1000 1e+4 1e+5 1e+6 1e+7
backtracks

(c) Configuration Problem: 4 ideals

49

48

A e

47

46

45 3
44

distance complement

43

decomposition ——
global constraint -

7 8 9

i

1 2

42

3 4 5 6

cpu-time (seconds)

(d) A “zoom” on Figure 2(c).

10

Figure 2: Results for the Renault configuration problem.

On this benchmark the gain achieved in runtime using the
global constraint instead of the decomposition is slight. In-
deed, the curves are almost equal regardless of the number of
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Figure 3: Experimental results for the random instances.

ideals used. The optimal solution is often found very quickly,
independent of the method used. In fact, the first solution is
always found without backtracking, but since the problem is
large there is a time penalty associated with finding it.

The logarithmic scale used to present cpu-time tends to
hide the difference in time. In Figure 2(d) we “zoom” in on
part of Figure 2(c), to show there is a reduction in cpu-time
with the global constraint. We see that the global constraint
achieves a distance complement of 47 in almost half the time
taken by the decomposition.

We also ran experiments on uniform binary random CSPs
so that we could control how hard it is to achieve optimality,
and hence we avoid the earlier situation where optimal solu-
tions were found too easily. All instances have 100 variables,
domain size is 10, and there are 250 binary constraints with a
tightness of 0.3. These instance are thus underconstrained to
allow for a sufficiently large set of solutions. They were gen-
erated using a random uniform CSP generator?>. We generated
3 sets of 100 instances, with results presented in Figures 3(a),
3(b) and 3(c), for 2, 3, and 4 ideals, respectively. The im-
provement, both in runtime and number of backtracks, is seen
as soon as the number of ideals exceeds 2. The cpu time over-
head due to larger sets of ideals was not as important as ex-
pected. The reduction in the search tree clearly compensates
for the computational cost of a single call to the algorithm.

2http ://www.lirmm. fr/ bessiere/generator.html

8 Related Work

Constraints are not typically placed between the two solu-
tions. One exception is the MAX-HAMMING problem where
we seek a pair of solutions such that the Hamming dis-
tance between them is maximised [Angelsmark and Thapper,
20041, without the freedom to specify one of the solutions.
In DISTANCE-SAT we seek solutions within some distance
of each other [Bailleux and Marquis, 19991, which our work
generalises in three important ways. First, we allow opti-
misation of the distances rather that stating a bound on dis-
tance. Second, we permit multiple ideals, and not just one.
Third, we allow complex logical combinations of (non)ideals.
Global constraints for reasoning about pair-wise distances be-
tween variables rather than between solutions, as proposed
here, have also been proposed [Artiouchine and Baptiste,
2005; Régin and Rueher, 2000].

9 Conclusion

We have proposed an approach to representing and reason-
ing about preferences in CSPs specified in terms of ideal and
non-ideal solutions. We presented a novel global constraint
for propagating distance constraints, which works with any
distance metric that is component-wise decomposable like
Hamming distance. Results from experiments with both real-
world and random problem instances are encouraging.

Acknowledgements. Hebrard and O’Sullivan are sup-
ported by Science Foundation Ireland (Grant 00/PI.1/C075).
Walsh is supported by NICTA, which is funded through the
Australian Government’s Backing Australia’s Ability initia-
tive, in part through the Australian Research Council.

References

[Angelsmark and Thapper, 2004] O. Angelsmark and J. Thapper.
New algorithms for the maximum Hamming distance problem.
In Proceedings of CSCLP, 2004.

[Artiouchine and Baptiste, 2005] K. Artiouchine and P. Baptiste.
Inter-distance constraint: An extension of the all-different con-
straint for scheduling equal length jobs. In CP, pp.62-76, 2005.

[Bailleux and Marquis, 1999] O. Bailleux
DISTANCE-SAT: Complexity and algorithms.
pp.642-647, 1999.

[Bistarelli et al., 1997] S. Bistarelli, U. Montanari, and F. Rossi.
Semiring-based constraint satisfaction and optimization. J. ACM,
44(2):201-236, 1997.

[Boutilier et al., 2004] C. Boutilier, R.I. Brafman, C. Domshlak,
H.H. Hoos, and D. Poole. Cp-nets: A tool for representing and
reasoning with conditional ceteris paribus preference statements.
JAIR, 21:135-191, 2004.

[Hebrard et al., 2005] E. Hebrard, B. Hnich, B. O’Sullivan, and
T. Walsh. Finding diverse and similar solutions in constraint pro-
gramming. In AAAL pp.372-377, 2005.

[Régin and Rueher, 2000] J.-C. Régin and M. Rueher. A global
constraint combining a sum constraint and difference constraints.
In CP, pp.384-395, 2000.

[Rossi and Sperduti, 2004] F. Rossi and A. Sperduti. Acquiring
both constraint and solution preferences in interactive constraint
systems. Constraints, 9(4):311-332, 2004.

and P. Marquis.
In AAAI/IAAL,

I[JCAI-07

111




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 1
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


