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Abstract—There are many different definitions and under-
standings of the concept of privacy. Here we bring all the different
aspects of privacy together and propose a comprehensive defini-
tion thereof. We also introduce the three different approaches to
privacy preservation, and propose a comprehensive and multi-
faceted approach in order to gain from the benefits of each and
maximise privacy protection. We report on the evaluation of a
prototype of such a privacy protective shopping environment.

I. INTRODUCTION

Any unauthorised invasion of a person’s moral, intellectual
or physical space can constitute a violation of their privacy.
Reading somebody else’s diaries, opening somebody else’s
mail or taking unwanted or unauthorised photos all represent
privacy clear violations. With the arrival of the Web, the
concept of privacy has become a far more nebulous concept.
Several definitions have been proposed, each of which focuses
on particular aspects of privacy, but there are also claims
that defining privacy is, as yet, an unresolved issue [1]. Here
we explore various facets of privacy in order to provide a
foundation for privacy research.

Early efforts to define privacy can be traced back to 1890,
as evidenced by “The right to privacy” [2]. This publication
raised the issue of photographers taking ‘instantaneous pho-
tographs’ without previous consent, and considers it a clear
invasion of the person’s privacy. This concern remains, as
evidenced by the residents of Broughton’s action against the
Google camera car [3]. Judge Cooley [2] referred to privacy as
“the right to be let alone”, once again something the modern-
day person also feels keenly [4], [S5]. The Oxford dictionary
online (OED), defines privacy as:

The state or condition of being withdrawn from the
society of others, or from public interest, seclusion.
Princeton University states that privacy is [6]:
o The quality of being secluded from the presence
or view of others
o The condition of being concealed or hidden

These definitions identify two main aspects of privacy; the
first refers to the affected person and the right to establish
a separate space; and the second to the society and the
limitations of others’ access to the person’s space. These
definitions work together to formulate an idea of a frontier
between a person and the surrounding environment, focusing
on delimitation of the person’s boundaries. Organisations such
as Privacy International consider privacy to be a fundamental
human right, linked with human dignity, defining privacy as:

The desire by each of us for physical space where
we can be free of interruption, intrusion, embarrass-
ment, or accountability and the attempt to control
the time and manner of disclosures of personal
information about ourselves. (Robert Ellis Smith,
editor of the Privacy Journal)

Ellis’ definition goes beyond the OED and Princeton def-
initions by specifying privacy in terms of a physical space,
including protected activities within that space and gives
control over personal information to the owner thereof.

The Calcutt Committee in the United Kingdom [7], also
consider privacy a right with a particular focus on protection
against intrusion:

The right of the individual to be protected against
intrusion into his personal life or affairs, or those
of his family, by direct physical means or by publi-
cation of information.

While some organisations define privacy by focusing on the
concept itself, others delineate privacy based on related terms
and contexts where privacy can be found. In this way, privacy
is associated with autonomy, dignity, anonymity, freedom,
liberty, control and consent [1], as well as the determination
of a personal boundary.

Finally, according to Privacy International, privacy can be
associated with four main concepts [8]: (In each case an
example from 2009 is cited to show that these issues are still
pertinent 5 years later.)

1) Information privacy — also called data protection, refers
to the withholding of the information collected about a
person and the regulation of that collection. Any records
such as bank account, health or government records fit
into this category [9].

2) Bodily privacy — concerned with physical tests, includ-
ing any medical sample taken from the person’s body,
i.e. blood samples, DNA and any genetic or medical
tests. Recent concerns about indiscriminate collection
and recording of DNA highlights this concern [10].

3) Privacy of communications — All communication media
regardless of the technology: mail, e-mail, telephone.
The UK Government is moving to gain access to social
networking sites’ communications, which is concerning
privacy groups [5].

4) Territorial privacy — deals with the limits of intrusion.
These limits can be domestic, work, surveillance cam-
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eras, etc [4], [11].

Privacy’s core concepts can be distilled from the different
definitions:

« A physical space in which the person can: set boundaries;
be concealed from society; and be protected against
unauthorised intrusion.

« The subject control disclosure of personal information.

o The person should be left alone, and receive the same
protection for their family.

« Privacy can be related to the following terms: Autonomy,
Dignity, Anonymity, Freedom, Liberty, Control, Consent.

« Finally, privacy can be related to the following contexts
Data protection, Bodily, Communications, Territorial.

The following privacy definition combines all the above-
mentioned core privacy concepts into one concise definition
[12]:

Privacy is the faculty and right that a person has to
define, preserve and control the boundaries that limit
the extent to which the rest of society can interact
with or intrude upon. At the same time, he or she
retains full control over information generated by,
and related to, him or her.

This definition considers privacy a human right and gives
a person the right to control, and have responsibility for,
the delineation of, and right to enforce, personal boundaries.
It also proposes that people, by the mere fact of existence,
possess information that defines them, and that the disclosure
of this information should remain under the owner’s control.
Finally, it covers the importance of control over one’s own
bodily information and any information that can be extracted
or deduced from it. To summarise, this work proposes that
privacy is a person’s: right to be aware of privacy precepts,
to control disclosure of personal data, to control “person”
information and to be left alone (enforce boundaries).

The use or misuse of others’ disclosed information involves
a different concept: confidentiality which concerns the commu-
nication of private and personal information from one person
to another [13]. Hence confidentiality is concerned with the
responsibilities of a custodian of of other people’s personal
data whereas privacy is associated with a person’s control over
his or her own personal data. As soon as private information
is disclosed, one needs to trust the custodian to preserve the
confidentiality of the data.

Given the fact that many entities are untrustworthy, people
should be empowered to protect their own privacy by exercis-
ing appropriate controls to match their risk perception within
the context of use.

II. PRIVACY AND THE E-SHOPPER

Shoppers in traditional stores can easily maintain their
anonymity, and enjoy a relatively private shopping experience
while examining goods, loading their trolleys and generally
browsing without being concerned about their activities being
tracked, recorded or being used to support false inference
activities [14].

In order to market products more effectively, stores need to
know more about their customers (i.e. using market segmenta-
tion) so many stores now provide their customers with loyalty
cards. Many shoppers are unaware of the fact that loyalty cards
are primarily used to collect information about their purchases,
and to match customer demographics to shopping habits, very
valuable information, which is hardly repaid by the paltry
points awarded.

Loyalty cards have privacy issues since the collected infor-
mation can be used against the customer. A case in point is
that of Mr. Rivera in Los Angeles, USA. When he instituted an
action to sue Vons store for a kneecap injury due to slipping on
spilt yoghurt, he was told that his high alcohol consumption,
stored on his records, was going to be made public in court
[15], [16].

Most 21st century stores use the Web to market their goods
and e-commerce has consequently exhibited steady growth
over the last 10 years [17]. Loyalty cards are superfluous
in e-stores because the customer is observed continuously.
Different kinds of information is stored about shoppers. Vol-
untarily disclosed information includes the person’s address,
telephone number, email address etc. Sometimes the customer
divulges information involuntarily, simply to make use of the
site — such as, for example, their mother’s maiden name.
Inadvertently disclosed information is related to web site
usage which is continuously collected and stored. Finally,
information can be derived from a combination of disclosed
and observed activities. A person who purchases large amounts
of alcohol might, quite unfairly, be classified as an alcoholic.
Any automatic classification system is bound to make mistakes
[14] and the consequences for the shopper could be unpleasant.

This is the nub of the problem — e-stores ostensibly collect
and store information in order to personalise the customer’s
shopping experience, and, in doing so, to increase their profit
margin. Most shoppers have no issue with this. Unfortunately,
the information related to a particular shopper can also be
misused by the store to gain an unfair advantage (as in the
case of Mr Rivera). In other cases the store might have
affiliates who have an interest in people’s shopping habits.
A medical insurer, for example, would be very interested in
the “healthiness” of products purchased by people they insure.

Unfortunately, many e-commerce customers often simply
do not know that their personal information is being stored or
that their activities are being tracked and that this information
could harm them [18], [19]. At the very least, the e-store’s
web software is violating privacy. Any software system can
be categorised according to the way it impacts on the user’s
privacy [20](p133-4):

1) Privacy invasive — a system that gratuitously uses
personal data without due consideration of privacy prin-
ciples.

2) Privacy neutral — a system within which privacy is not
an issue.

3) Privacy protective — a system which limits access

to personal information and/or provides a way for an
individual to protect their own identity.
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4) Privacy sympathetic — a system which limits access and
usage of personal data with due consideration of privacy
principles.

E-stores are currently privacy-invasive, with very little regard
for the shopper’s privacy rights. What is needed is privacy pro-
tective/sympathetic e-stores to redress the inequality between
the two parties.

III. PRIVACY PROTECTION

Since many believe the right to privacy is a human right, and
we know that Web users are not being accorded that right, we
need a strategy for helping Web users to regain control. One
of three approaches is generally used to ensure that privacy
is not violated: raising awareness, regulation and the use of
technology — the ART approach.

A. Raising awareness

Awareness of privacy violations is growing as the media
reports on cases where the confidentiality of data is not
preserved [21], [22], [23], [24]. Organisations such as Privacy
International also aim to raise the level of privacy-awareness
[25]. They also work towards establishing world-wide privacy
measures to facilitate the flow of privacy-related information.

Increased awareness of privacy risks has indeed been linked
to a reduction in the level of trust and an increased demand for
control, especially in relation to consumer privacy [26]. At the
same time, increased awareness is bound to lead to a greater
demand for control over disclosure, in terms of having the
tools with which to protect customers from privacy violations.
In terms of our privacy definition, the most important aspect
is that of giving the person control over his or her own
information. Four distinct privacy control states exist: [27],
[26]:

e Total control — users have full/total control over dis-

closed information and environment.

o Environmental control — users have little control over
disclosed information, but full control over the environ-
ment.

o Disclosure control — users have full control over dis-
closed information, but no control over the environment,
and

e No control — user have no control over information or
the environment.

In terms of how much control individuals may wish to
exercise, Westin proposed three distinct privacy indices [28],
derived from a series of surveys used to explore privacy
concerns. Participants fell naturally into one of three main
groups:

o The Fundamentalist group: people who distrust organisa-
tions asking for their personal information, are worried
about computer-gathered information and its uses, and
favour regulations (revised and new measures) to protect
their privacy. Members of this group actively use controls
to protect their privacy.

e The Pragmatic group: people who weigh the benefits of
protection and regulation against the amount of informa-
tion they are prepared to disclose, believing that trust
should not be freely given but earned, and seek to have
opt-out options.

o The Unconcerned group: people who trust organisations
who gather their information to respect it. They are not in
favour of new privacy regulations and do not use controls
to protect their privacy.

Westin observed a change in privacy perceptions over time
[29]. The number of participants falling into the unconcerned
category decreased, the fundamentalist group maintained its
numbers, while the number of pragmatists increased. Westin
attributed this change to the increase of knowledge about
technology and the awareness of protection methods [30].

Based on Westin’s observations, the creation of awareness
is an important factor which has the potential to change the
user’s privacy perceptions. Hence, an approach is needed in
which customers can match their chosen measure of control
to the circumstances under which the disclosure should occur.
It has also been suggested by Olivero and Lunt [26] that
customers, knowing that their information has value to the
organisation, should be empowered to exchange a certain
amount of information in return for benefits offered by the
store.

Awareness, on its own, is sometimes not enough especially
when the choice is disclosing information or abandoning the
shopping basket. Many e-stores use cookies to track customer
behaviour. The privacy risk posed by cookies is well-known
and is easily prevented [31]. However, cookies are a very
useful and convenient aid to browsing [32]. The fact that they
can also unobtrusively and invisibly track the user’s behaviour
seems to matter less to consumers than the convenience they
offer.

Realistically, we can therefore conclude that the raising of
awareness is only one part of the solution. Given the tension
between privacy protection and convenience, it is important to
provide web users with a tool which satisfies both these needs.
If we merely raise awareness, we could lead fundamentalists to
abandon Web shopping altogether. The pragmatists, however,
will probably want to exercise the option of trading certain
information for benefits and need a mechanism to support
this. However, before addressing this, we consider first the
the regulatory aspects of privacy enforcement.

B. Regulation

An early aspiration to regulate privacy is evident in the use
of the phrase ‘The house is one’s castle’, during a legal case
in the United States of America (USA) in 1604 [33].

The computer era led to a “computer bill of rights” being
proposed, in 1966, which provided guidelines to control the
storage and access to data stored by computers [34]. Computer
privacy was addressed again in 1980, when the Organisation
for Economic Co-operation and Development (OECD) pub-
lished their first guidelines for international privacy [35].
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During the 1990s several efforts were made to enforce the
protection of privacy. The organisation Privacy International
was created in 1990 to provide a forum for open discussion
of privacy issues [8]. The USA’s Federal Trade Commission
(FTC) has, since 1998, taken action against companies that
violate their own privacy policies. In 2002, as a result of
privacy workshops, the “Platform for Privacy Preferences
(P3P) Project” was created with the purpose of expressing
privacy practices in a machine readable way [36], [37].

The use of regulation to preserve privacy has two main dis-
advantages. The first is that the penalty for noncompliance can
be applied only after the privacy violation has occurred. The
second disadvantage is that the regulation, and the appropriate
penalty, is subject to interpretation. Furthermore Web users
need to be aware of the existence of the laws and regulations,
and the violation thereof. Moreover, the regulations are not
global.

C. Technology

Many customers, once they become aware of the potential
risks, make use of privacy-protecting software. Anti-virus,
anti-spyware, firewall, spam and parental control products,
from companies such as McAfee, Symantec and Trend Micro,
which provide some level of protection against spyware and
virus threats.

Some tools don’t specifically protect either identity or
information, but focus on raising the user’s awareness of the
organisation’s policies so that they can make an informed
decision about whether to entrust the organisation with their
information, or not. For example, the ‘“Privacy Bird” appli-
cation allows the user to determine the extent to which their
privacy is respected by a web site, according to the privacy
policies of that web site [38], [39]. Such tools raise awareness
but can easily be ignored. The need to protect privacy often
conflicts with the need to achieve the goal of purchasing a
particular product. When the user weighs up the loss of the
purchase against a privacy intrusion that might not be realised,
he or she is likely to ignore warnings and go ahead, especially
if he or she is a pragmatist or unconcerned about privacy.

Other tools facilitate the protection of privacy. Tavani and
Moor [40] explain that there are privacy enhancing technolo-
gies (PETs), that can be used either to protect the identity of
a person, or the informational content of messages. Examples
of the former are Anonymizer! and Lucent Personal Web
Assistant [41]. The latter are primarily communication tools,
and not relevant to our application. The privacy issue, in the
context of e-commerce is not that of concealing the person’s
identity completely. The person has to reveal his or her identity
in order for their shopping to be paid for and delivered. What
is required in this context is limited disclosure, and mediated
trust between customers and the e-stores.

D. Summary

Each of the individual ART approaches works only partially.
The best approach is therefore to use a three-pronged mech-
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The ART Approach [12]

anism which utilises aspects of each of the ART techniques,
as shown in Figure 1. Raising awareness (1,2,3) motivates the
user to increase his or her knowledge of the regulations (4)
and technologies (5) available with which to protect his or
her privacy. In an ideal case, an aware customer would value
his or her information, would decide when and under what
circumstances to disclose it, and would know, if necessary, to
place a trade-off value on the information. An aware person
would exercise greater control and would be able to use
technology to achieve this. Furthermore, by being aware of
the existence and subject matter of the regulations in place,
the customer would be more likely to understand the extent
to which the information can be used or misused.

However, such a customer would need to make a concerted
effort to keep abreast of the latest technologies and regu-
lations: a non-trivial task. The ART multi-faceted approach
requires constant vigilance and up-to-date knowledge of regu-
lation(laws) and available software. Therefore, anyone trying
to use the ART approach in isolation faces a near-impossible
challenge. However, a publicly available software tool, of-
fered as a service, which incorporates elements of all these
approaches does have the potential to provide an environment
that incorporates the benefits of the ART approach with much
of the effort being relegated to experts, where it belongs.

IV. A PRIVACY PRESERVATION APPROACH

The purpose here is to provide a privacy-protective software
tool which will give customers the opportunity to establish a
secure identity and exercise as much control as desired over
disclosure.

Figure 2 summarises the relationship between the technol-
ogy system categories (privacy based), the control held by
the customers, the privacy indices proposed by Westin in
relation to the customer’s willingness to embrace regulation,
and finally regulation in open privacy regimen (where the firm
has the right to collect and sell customer information including
identity and purchasing habits) and closed privacy regimen
(where customers have the right to remain anonymous) [42].

Customers using privacy invasive systems run bigger pri-
vacy risks than customers using privacy protective systems.
We’re proposing the use of a third party as mediator between
the customer and the e-stores. The use of third-party mediators
is common in security contexts: for example, websites offering
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services such as certificate authorities (eg. Verisign), third
party payments (eg. Paypal) and pseudonymity [43].

We accordingly designed and implemented a privacy pre-
serving shopping environment (PPSE) with the following com-
ponents:

o a third party website, named Alter-Ego, whose objectives
are to store, facilitate and mediate the customer’s identity
with the e-store. Alter-Ego stores the customers’ prefer-
ences and sensitive personal information and facilitates
the disclosure of information to participant stores. Using
Alter-Ego, the customer is given the flexibility to:

— decide what information will be sent to a participant
store;
— access an awareness zone where current privacy
issues will be highlighted; and
— have the opportunity to provide feedback about their
experiences with signatory e-stores; providing ratings
for the participant stores in order to regulate them.
Alter-Ego makes a distinction between personal data,
the information that can identify a living individual,
and sensitive personal data, the information about the
individual in areas such as religious beliefs, physical
or mental health or condition, sexual orientation. Alter-
Ego avoids the collection, use or storage of personal
data (information that could lead to the participant’s
identification, such as name or address), limiting the
collection of information to sensitive and preference data.

e an agreement between the e-store and the Alter-Ego,
called the personal level agreement (PLA), which for-
malises the exchange of sensitive personal information
and preferences between customer and e-store.

« a number of signatory e-stores, who undertake to respect
the disclosure levels of the PLA.

e a PPSE privacy policy, which all participant stores agree
and commit to comply with. This basic privacy policy is
augmented by close monitoring of the participant stores’
compliance.

We also implemented a signatory e-grocery store called b-

shop to support evaluation of the PPSE. The PPSE integrates
the three components of the ART privacy techniques as

follows:

A. Awareness

The PPSE approach aims to raise customers’ awareness
by continual and updated presentation of information about
privacy risks and methods of privacy protection. By making
privacy awareness literature available to the customer, the
PPSE aims to increase customer knowledge and give the
customer the wherewithal to control their personal informa-
tion. Raising customers’ awareness enables them to make a
conscious decision to protect their privacy and balance their
choice of Web features, i.e. personalisation, against their need
for privacy.

B. Regulation

Regulation is reinforced in the PPSE by encouraging cus-
tomers to participate in the process by giving feedback and
ranking their privacy-related experience while shopping with
the participant stores. Customer feedback will be used by
Alter-Ego to assist the close monitoring of the behaviour of
participant stores, and achieve community regulation. Feed-
back given by the customers will affect e-stores’ reputations
and warn other customers about risks.

Ranking has been successfully used by companies such as
eBay to assist buyers and sellers to build their own reputa-
tions. Resnick ez al. [44], in his analysis of data from eBay,
concluded that, under certain circumstances, the feedback net
“makes up for the lack of traditional feedback mechanisms”
(p23). A positive ranking in a reputation system, such as
the one provided by eBay, has a beneficial effect on the
sellers. Resnick et al. show that buyers were willing to pay,
on average, 8% more to sellers with high positive feedback
than to new sellers.

C. Technology: The Alter-Ego

ﬁ’rivacy Preserving Shopping Environment (PPSEN

Participant stores

Controlled
disclosure
of data

Gustomer

Penalties

Awareness

Fig. 3. The PPSE [12]

As Figure 3 shows, customers provide their information
to the Alter-Ego website. This information excludes data
that could be used to identify the client, i.e. name, address.
Customers can disclose their sensitive personal information
to the participant stores in a regulated way via the Alter-
Ego using the PLA agreement. Having disclosed the desired
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information, customers can do their shopping directly with the
participant store. Figure 3 also shows the Alter-Ego raising
awareness, customers giving feedback to assist the regulation
process, and finally, penalties being applied to participant
stores that do not comply with the privacy agreement.

The PPSE proposes a positive relationship between cus-
tomer and e-store, by means of a privacy protective system,
and an easy-to-use third party website, where the customer is
given the flexibility to decide what information to disclose
to each participant store. This flexibility, together with the
confidence that the participant stores are compliant with the
basic privacy policy defined in the PPSE, gives the customer
the advantage of shopping while being reassured that the
confidentiality of their data is being respected.

There is no need for customers to provide false information
in order to protect themselves. Therefore, the information
received via the Alter-Ego is expected to be more reliable than
the information inferred from simple analysis of raw browsing
data. Furthermore, stores that conform with the PPSE precepts
would benefit from positive customer feedback, enhancing
their reputation.

The Alter-Ego proposes using three levels of information
disclosure according to the customer’s privacy needs. The
levels are low disclosure (bronze), medium disclosure (silver)
and high disclosure (gold), and are linked to the amount of
data that customers are willing to disclose to the e-commerce
store. By providing customers with three different options,
the three categories of customers in Westin’s index could
match their privacy perceptions and expectations and tailor
their disclosure. The more data the customer discloses, the
more customer data gathered by the store, and the more
detailed the personalisation that can be provided by the store in
return for the confidence shown by the customer. With detailed
user-specified data, the store will have data to formulate a
better market segmentation and the customer’s privacy will be
respected — so everyone wins.

1) Bronze: low disclosure level (for fundamentalists) —
corresponds to anonymous access. At this level, anonymity
is offered to customers who decide not to disclose any data.
Customers can browse the store without revealing who they
are. No information is collected that might link the user
identity to their browsing activity. However, no customisation,
personalisation or recommendations are offered.

2) Silver: medium disclosure level (for new pragmatists)
— obtaining and communicating only preference data which
can be used by the store to support their marketing strategies.

Preference data includes specific food preferences such as
vegetables, fish, pork, which although apparently have no
reference to the customer’s privacy, have been found to have a
link to certain attitudes and beliefs that customers might find
embarrassing to share [45].

Customers are presented with five different categories to
represent intensity of preference for each of the preferences.
These non-ordinal categories provide a finer granularity in
the disclosure of the customers’ options. The intensity of
preference categories are: always, sometimes, maybe, never,

don’t care.

3) Gold: high disclosure level (for confirmed pragmatists)
— corresponds to sensitive information. The options provided
to the customer are those that can be considered sensitive
such as health issues or religious preferences and give a more
detailed profile of the customer.

Customers can indicate the intensity of their preferences
(using the granularity provided by the five intensity of pref-
erence categories for each of the options presented by the
gold level) or introduce new elements to assist their shopping
and these customers will receive better personalisation, adding
dynamism and flexibility to their shopping experience.

This level supports disclosure of valuable data to support
stores marketing purposes such as gender or age. Customers
are presented with full personalisation and recommendations.
This level allows the store to make use of previous purchases
to offer recommendations. Finally, customers are permitted to
access and amend the information the store holds about them.

D. Signatories

To qualify as a participant store in the PPSE environment,
the store needs to agree to comply with the PLA agreement
and the privacy policy defined by the PPSE. The participant
stores would have to provide services to match the three Alter-
Ego information disclosure levels and respect the associated
confidentiality levels. The e-commerce store agrees to the
following:

o The confidentiality of the customer’s private data will be
respected and the data provided will be used exclusively
for their own marketing and business purposes.

¢ The information collected using this agreement will not
be disclosed to other signatories or third parties.

o The information disclosed by the customer using the
Alter-Ego, will be used to provide extra services, such
as personalisation.

o Customers using the gold disclosure level will be allowed
to view and amend the information held about them
in relation to the preferences and sensitive information
associated with them.

« Any contravention of the rules by the participant stores,
found by the PPSE or reported by customers, will be
investigated and penalised accordingly.

The customer commits to the following:

o To use the Alter-Ego third party mediator Web site for
their shopping;

« To provide true preference information so that the store
gains from being a signatory; and

o When ranking their privacy experience with the partici-
pant store, to provide objective and truthful feedback.

V. EVALUATION

In order to evaluate the system a number of e-grocery
shopping scenarios were designed to provide the context where
the three privacy groupings (fundamentalists, pragmatic and
unconcerned) [28] could shop for e-groceries. Participants did
their shopping in a privacy protected environment (using the

978-1-4244-5494-5/10/$26.00 ©2010 IEEE



PPSE) and in a non-privacy protected environment, supporting
a comparison.

In order to avoid ethical issues, a persona (“rich description
of typical user of the product under development” [46] (p481))
was used as the scenarios’ principal actor. No credit card
numbers were collected and the scenarios provided a fictitious
address. Both scenarios introduced “Peter”, a persona with
certain privacy requirements due to health problems, and his
need to purchase groceries according to a shopping list with
elements that, if misused, could impact his personal privacy.

Since satisfaction and resulting customer loyalty were the
main objectives of the evaluation, the definition of tasks had to
be carefully designed so that effectiveness and efficiency could
be kept constant, or at least not influence the comparison. To
ensure this, participants were shown how to perform the tasks
during a training session. After basic training, participants
were given scenarios that contained lists of tasks to perform
on behalf of “Peter”. The experimental scenarios asked partici-
pants to perform tasks which involved the use of the Alter-Ego
Web portal and b-shop:

1) Alter-Ego Web portal: 1: Registration; 2: Login; 3:
Provide Peter’s preferences and sensitive information; 4:
Select the disclosure level; and 5: Select the participant
store.

2) b-shop: 1: Select products from the scenario’s shopping
list; 2: Checkout; and 3: Introduce Peter’s checkout
details.

Participants were presented with a comparative context
where privacy was either preserved or not. Participants were
required to use and comment on both environments in a
random way. The order of the use of the two environments was
randomised. Two approaches were used: one with participants
using the PPSE first and then the non-PPSE environment, and
vice versa.

The evaluation of the PPSE required privacy violations to
be explored. To achieve this, the participants were asked to fill
in questionnaires before and after the tasks were completed. In
addition, a message informing participants that the information
was disclosed to selected third parties (including the NHS,
Credit Bureau and Insurance Claims Database) was presented
after they had shopped in the non-protected environment in
order to gauge their reactions to this clear invasion of privacy.

A. Results

We evaluated our PPSE system with 41 users (46% were
male). Analysis of the questionnaires presented before the
tasks were undertaken in order to assess participants’ reactions
to various privacy violations in terms of control over disclo-
sure, control over body and boundary enforcement showed
that whereas they were particular about their privacy in terms
of the first two, they were far more relaxed in terms of
boundary settings — an invasion of privacy here was not
perceived as negatively as the first two. Therefore, from this
questionnaire it can be concluded that the participants privacy
needs are, to certain extent, flexible in the setting of their
privacy boundaries. Under certain circumstances, some of

them would consider taking a risk, but they do not tolerate
the loss of control, or misuse of, their information.

In terms of privacy perceptions there were no significant
differences between the participants who used the PPSE
first or second. An analysis of responses suggested that the
majority of the participants belonged to the pragmatic cate-
gory followed by fundamentalist and unconcerned in terms
of control over disclosure. In terms of control over body /
personal information, the majority of participants belonged to
the pragmatic category, followed by fundamentalists and un-
concerned. However, in terms of the right to be left alone (set
boundaries) the majority group, pragmatic, was not followed
by fundamentalists, but by the unconcerned. This shift in the
distribution suggests that whether participants are conscious of
their privacy needs and have a practical open-minded approach
to privacy preserving mechanisms, they do not place the same
importance when setting boundaries, and do not consider the
interaction with others, and the delimitation of boundaries as
vital as control over their information. These results prove that
they placed differing values on the different aspects of privacy.

The message which reported that the data had been trans-
ferred to various third parties elicited extremely negative
reactions from participants (even though it was the persona’s
data that was being reported and not their own). This outraged
reaction to privacy violation shows that people do have an
innate desire to protect their privacy and to exercise control
over their information.

Participants reported (71% and 80%) increased privacy
awareness and were satisfied that the PPSE environment would
help them to control disclosure of their personal information.
The majority of participants from both groups (81% and 95%)
said they would recommend the use of the PPSE in case of
customers with privacy needs.

The b-shop home page had a link to their privacy policy
but none of the participants read it, confirming the findings of
Vila et al. [47].

VI. CONCLUSION

Customers using privacy invasive e-commerce stores face
a bigger privacy risk than customers using privacy protective
systems. Those who are willing to use regulations to ensure
their privacy (fundamentalist group) and using closed privacy
regimen stores are much less at risk. A privacy-protective
system was proposed in this paper which protects customer
privacy by placing the customer within an environment with
elements to facilitate a more controlled and regulated infor-
mation disclosure.

With the existing privacy preserving approaches that use
one or two of the ART techniques: awareness, regulation and
use of technology. Customers are left with inadequate means
of protecting their privacy, requiring continuous update in the
use of emergent technology (such as cryptographical keys,
or non-flexible negotiation such as Privacy Bird), and current
legislation, making protecting their privacy a difficult task.

The proposed ART approach and the PPSE relieves the
customer of this effort and allows them to exercise the level
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of control in accordance with their particular risk perceptions.
Evaluations with 41 participants demonstrated broad customer
acceptance and increased awareness of privacy issues.
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