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Abstract. Discrete and continuous refinement equations have been widely studied in the liter-
ature for the last few years, due to their applications to the areas of wavelet analysis and geometric
modeling. However, there is no “universal” theorem that deals with the problem about the existence
of compactly supported distributional solutions for both discrete and continuous refinement equations
simultaneously. In this paper, we provide a uniform treatment for both equations. In particular,
a complete characterization of the existence of distributional solutions of nonhomogeneous discrete
and continuous refinement equations is given, which covers all cases of interest.
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1. Introduction and notations. Let M be a dilation matrix, that is, an s× s
real matrix whose eigenvalues lie outside the closed unit disk. We are interested in
the following nonhomogeneous refinement equation:

φ(x) = g(x) +

∫
Rs

dµ(y)φ(Mx− y), x ∈ R
s,(1.1)

where φ = (φ1, . . . , φr)
T is the unknown, g = (g1, . . . , gr)

T is a given r × 1 vector of
compactly supported distributions on R

s, and µ is an r × r matrix of finite complex
Borel measures on R

s with compact supports. Let µ = (µlj)1≤l,j≤r. Then (1.1) can
be written in the component form

φl(x) = gl(x) +

r∑
j=1

∫
Rs

φj(Mx− y)dµlj(y), l = 1, . . . , r.(1.2)

When each µlj is a discrete Borel measure, (1.1) becomes a discrete refinement equa-
tion; when each µlj is absolutely continuous with respect to the Lebesgue measure,
(1.1) is a continuous refinement equation. If g = 0, then (1.1) becomes a homogeneous
refinement equation:

φ(x) =

∫
Rs

dµ(y)φ(Mx− y).(1.3)
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Refinement equations are fundamental to wavelet theory and subdivision. In the
context of wavelet theory, the key step to the construction of wavelets is to construct
suitable refinable functions. In the context of subdivision, the limiting surface of
a subdivision process is a linear combination of integer translates of the refinable
function corresponding to the subdivision scheme.

For the scalar case (r = 1), a homogeneous discrete refinement equation can be
written as

φ(x) =
∑
α∈Zs

a(α)φ(Mx− α), x ∈ R
s,(1.4)

where the refinement mask a is finitely supported. Existence and uniqueness of the
solutions of (1.4) were studied in [3] and [7] for the case when the dilation matrix M
is two times the s× s identity matrix Is. In particular, for the univariate case s = 1,
it was proved in [7] that (1.4) has a nontrivial L1-solution with compact support only
if
∑

α∈Zs a(α) = 2n for some positive integer n.
For the vector case (r > 1), the coefficients a(α), α ∈ Z

s in (1.4) become r × r
complex matrices. Existence of compactly supported distributional solutions is char-
acterized by spectral properties of the matrix ∆ :=

∑
α a(α)/|det(M)|. The spectral

radius of ∆ is denoted by ρ(∆).
Existence (and uniqueness) of compactly supported distributional solutions of

the vector refinement equation was investigated in [14] for the case when s = 1 and
M = (2). One of the main results of [14] states as follows: Suppose that there is a
single eigenvalue λ of ∆ with |λ| = ρ(∆) < 2; then the vector refinement equation
(1.4) has k independent compactly supported distributional solutions, where k is the
multiplicity of the eigenvalue 1 of ∆. This result was improved in [5]. It is still valid
under a weak assumption that ρ(∆) < 2. A complete characterization of the existence
of the compactly supported distributional solutions was given in [17] (for the case
M = 2Is) and in [24] (for the case r = 2, s = 1, and M = (2)). It states that the
vector refinement equation (1.4) has a nontrivial compactly supported distributional
solution if and only if there exists a nonnegative integer n such that 2n is an eigenvalue
for ∆.

Nonhomogeneous discrete refinement equations were investigated in [9] and [22].
For the case s = 1,M = (2), and r = 1, necessary and sufficient conditions for
existence and uniqueness of nontrivial compactly supported distributional solutions
were given independently in [9] and [22].

Homogeneous continuous refinement equations were studied by many authors (see
[4], [6], [8], [12], [15], [16], [18], [19], and [21]). The interested readers should consult
the aforementioned references for details.

Although a lot of work has been done on this subject, there is no “universal”
theorem that covers all cases. In this paper, we give a uniform treatment of the
existence and uniqueness of distributional solutions of both discrete and continuous
nonhomogeneous refinement equations in the most general setting, for the case of an
arbitrary dilation matrix, any number of functions and any number of variables. The
main idea is to use an iteration scheme in the Fourier domain with real variables.
This approach enables us to unify the treatment for both discrete and continuous
refinement equations.

While revising this paper, we became aware of recent papers of [10] and [23]
related to our work. In contrast to our general results which are applicable to arbitrary
dilation matrices, both papers deal with the case M = 2Is only.
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Here is a brief outline of the present paper. Section 2 is devoted to a complete
characterization of the existence of compactly supported distributional solutions of
(1.1) in terms of g and µ. In section 3, several examples are given to illustrate our
theory.

We now turn to the basics needed in this paper.
Let C

r denote the linear space of all r× 1 complex vectors. The norm (or length)
of a vector ξ = (ξ1, . . . , ξr) ∈ C

r is defined as

|ξ| := |ξ1|+ · · ·+ |ξr|, ξ = (ξ1, . . . , ξr) ∈ C
r.(1.5)

By C
r×r we denote the linear space of all r×r complex matrices. For an r×r complex

matrix A = (aij)1≤i,j≤r ∈ C
r×r, its norm is defined to be the maximum of the norm

of its column vectors, i.e.,

‖A‖ := max
{

r∑
i=1

|aij | : j = 1, 2, . . . , r
}
.

For a linear space F, F r is denoted as the linear space{
(f1, . . . , fr)

T : f1, . . . , fr ∈ F
}
.

When F is a Banach space equipped with the norm ‖·‖, the space F r is also a Banach
space with the norm given by

‖f‖ :=
r∑

j=1

‖fj‖, f = (f1, . . . , fr)
T ∈ F r.

The space R
s is the s-dimensional Euclidean space equipped with the norm in

(1.5). The set of all positive integers is denoted by N; and N0 := N∪ {0} is the set of
all nonnegative integers.

A nonnegative integer α = (α1, . . . , αs) ∈ N
s
0 is also used as a multi-index. Its

length is the norm of α given in (1.5). For two multi-indices α = (α1, . . . , αs) and
β = (β1, . . . , βs), β ≤ α whenever βj ≤ αj for j = 1, . . . , s.

For α = (α1, . . . , αs) ∈ N
s
0 and x = (x1, . . . , xs) ∈ R

s, set xα := xα1
1 · · ·xαs

s . We
also use xα to denote the function whose value at any x is xα. The space Pn is the
set of all polynomials of (total) degree at most n. For j = 1, . . . , s, Dj denotes the
partial derivative with respect to the jth coordinate andDα is the differential operator
Dα1

1 · · ·Dαs
s . More generally, for a given polynomial p(x) =

∑
α cαx

α, x ∈ R
s, the

corresponding differential operator is

p(D) :=
∑
α

cαD
α.

Finally, for a given nonnegative integer α, the factorial of α is defined as α! :=
α1! · · ·αs!.

Next, we list some basic notations of tempered distributions used in this paper.
Let ϕ be a C∞ function on R

s. The seminorm ‖ · ‖(m,α) of ϕ for a nonnegative integer
m and a multi-index α is defined as

‖ϕ‖(m,α) := sup
x∈Rs

{(1 + |x|)m|Dαϕ(x)|}.
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A function ϕ ∈ C∞(Rs) is said to be rapidly decreasing if ‖ϕ‖(m,α) < ∞ ∀ m ∈ N0

and all α ∈ N
s
0. On the other hand, a continuous function f on R

s is said to be slowly
increasing if there exists a polynomial p in s variables such that

|f(x)| ≤ |p(x)| ∀x ∈ R
s.

Let S(Rs) be the Schwartz space which is the space of all rapidly decreasing
functions on R

s equipped with the metric

d(f, g) :=

∞∑
m=0

∑
|α|=m

1

2m
‖f − g‖(m,α)

1 + ‖f − g‖(m,α)
, f, g ∈ S(Rs).

A linear continuous functional on S(Rs) is called a tempered distribution. The
space S ′(Rs) is the linear space of all tempered distributions on R

s. For example, the
Dirac function δ given by

〈δ, ϕ〉 := ϕ(0) ∀ϕ ∈ S(Rs)

is a tempered distribution. A slowly increasing continuous function f ∈ R
s induces a

tempered distribution by

〈f, ϕ〉 :=
∫

Rs

f(x)ϕ(x)dx ∀ϕ ∈ S(Rs).

Let f be a tempered distribution on R
s. We say that f vanishes on an open set

G ∈ R
s if 〈f, ϕ〉 = 0 for every ϕ ∈ S(Rs) supported in G. Let W be the union of all

open subsets G of R
s in which f vanishes. The complement of W is the support of

f and denoted by suppf . If suppf is a compact subset of R
s, then we say that f is

compactly supported.
The Fourier transform of a function ϕ in S(Rs) is defined by

ϕ̂(ω) :=

∫
Rs

ϕ(x)e−ix ·ωdx, ω ∈ R
s,

where i stands for the imaginary unit, and x ·ω := x1ω1+· · ·+xsωs for x = (x1, . . . , xs)
and ω = (ω1, . . . , ωs).

The Fourier transform of f ∈ S ′(Rs) is the tempered distribution f̂ defined by

〈f̂ , ϕ〉 = 〈f, ϕ̂〉 ∀ϕ ∈ S(Rs).

For example, the Fourier transform of the Dirac function δ is the constant 1. Let p be
a polynomial and f ∈ S ′(Rs); the Fourier transform of p(−iD)f is pf̂ . In particular,
the Fourier transform of p(−iD)δ is p.

The Fourier transform of a compactly supported distribution is an analytic func-
tion. Recall that a function f on R

s is said to be analytic if f can be expanded into
a power series

f(x) =
∑
α∈Ns

0

cαx
α,

which converges for every x ∈ R
s. The coefficients cα are given by cα = Dαf(0)/α!.

We use A(Rs) to denote the linear space of all analytic functions on R
s.
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We will also use the following identity:

〈f, ϕ〉 = (2π)−s/2〈f̂ , ϕ̂〉 ∀ f ∈ S ′(Rs), ϕ ∈ S(Rs).

A vector of distributions φ = (φ1, . . . , φr)
T ∈ (S ′(Rs))r is called a solution of

(1.1) if

〈φ, ϕ〉 = 〈g, ϕ〉+
〈
φ,

∫
Rs

(dµ(y))
T
ϕ(M−1(·+ y))/|det(M)|

〉
holds ∀ϕ = (ϕ1, . . . , ϕr)

T ∈ (S(Rs))r.

2. Existence of solutions. The problem of the existence of distributional solu-
tions of discrete and continuous refinement equations can be handled simultaneously
in the Fourier domain. For this, recall that the Fourier transform of µlj is given by

µ̂lj(ω) =

∫
Rs

e−iω ·y dµlj(y), ω ∈ R
s.

Thus, refinement equation (1.1) can be written as

φ̂(ω) = ĝ(ω) +H(Nω)φ̂(Nω), ω ∈ R
s,(2.1)

where N := (M−1)T and

H(ω) := (1/|det(M)|) µ̂(ω) = (1/|det(M)|)(µ̂lj(ω))1≤l,j≤r, ω ∈ R
s.(2.2)

For a nonnegative integer n, we denote by P r
n the linear space of all r× 1 vectors

of polynomials of degree at most n. For f ∈ (A(Rs))r, define

f [n](ω) :=
∑
|α|≤n

Dαf(0)ωα/α!, ω ∈ R
s.

Clearly, f [n] belongs to P r
n . Let Ln be the linear operator defined on P r

n by

Lnp :=
(
H(N ·)p(N ·))[n]

, p ∈ P r
n .

The linear operator Ln can be viewed as follows. Let
∑

α∈Ns
0
vαω

α, ω ∈ R
s, be the

Taylor expansion of H(Nω)p(Nω). Then, Lnp(ω) =
∑

|α|≤n vαω
α.

Suppose φ̂ satisfies (2.1). Then for any n ∈ N0,

φ̂[n] = ĝ[n] +
(
H(N ·) φ̂(N ·))[n]

= ĝ[n] + Lnφ̂
[n].

Hence, p := φ̂[n] ∈ P r
n is a solution of the following linear equation:

p− Lnp = ĝ[n].(2.3)

Next we show that if (2.3) has a solution p ∈ P r
n for a sufficiently large integer

n, then (2.1) has a compactly supported distributional solution φ such that φ̂[n] = p.
For this, we first note that if f is a compactly supported continuous function, then
using Taylor’s formula (see, e.g., [20, Theorem 7.7]) we have

f̂(ω) =
∑
|α|≤n

Dαf̂(0)

α!
ωα +

∑
|α|=n+1

Dαf̂(ξ)

α!
ωα,
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where ξ is a point on the straight line segment from 0 to ω. Note that

Dαf̂(ξ) =

∫
Rs

(−ix)αf(x)e−ix·ξ dx.

Since f is a compactly supported continuous function, the setK := suppf is a compact
set of R

s. Hence, ∣∣Dαf̂(ξ)
∣∣ ≤ ∫

K

|x||α||f(x)| dx < ∞.

Therefore, there exists a constant Cn such that∣∣∣∣∣∣f̂(ω)−
∑
|α|≤n

Dαf̂(0)ωα/α!

∣∣∣∣∣∣ ≤ Cn|ω|n+1 ∀ω ∈ R
s.(2.4)

The following lemma extends the above estimate to compactly supported distri-
butions. The key to our extension is the well-known fact that a compactly supported
distribution is of finite order (see [2, Theorem 2.22]).

Lemma 2.1. Suppose f is a compactly supported distribution on R
s. Then for a

given nonnegative integer n, there exists a polynomial qn in s variables such that∣∣∣∣∣∣f̂(ω)−
∑
|α|≤n

Dαf̂(0)ωα/α!

∣∣∣∣∣∣ ≤ |ω|n+1qn(ω) ∀ω ∈ R
s.(2.5)

Proof. Since f is compactly supported, there exists a positive integer m and
compactly supported continuous functions fβ (|β| ≤ m) such that f =

∑
|β|≤m Dβfβ .

Hence,

f̂(ω) =
∑

|β|≤m

(iω)β f̂β(ω), ω ∈ R
s.

Set cα,β := Dαf̂β(0)/α! for α ∈ N
s
0 and |β| ≤ m. Write f̂ as the sum of h1 and h2,

where

h1(ω) :=
∑

|β|≤m

(iω)β
∑
|α|≤n

cα,βω
α, ω ∈ R

s,

and

h2(ω) :=
∑

|β|≤m

(iω)β

f̂β(ω)−
∑
|α|≤n

cα,βω
α

 , ω ∈ R
s.

It follows from (2.4) that there exists a polynomial u such that

|h2(ω)| ≤ |ω|n+1u(ω) ∀ω ∈ R
s.

But h1 is a polynomial, so there exists a polynomial v such that∣∣∣∣∣∣h1(ω)−
∑
|α|≤n

Dαh1(0)ω
α/α!

∣∣∣∣∣∣ ≤ |ω|n+1v(ω) ∀ω ∈ R
s.
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Since Dαf̂(0) = Dαh1(0) ∀ |α| ≤ n, we conclude that (2.5) holds with qn =
u+ v.

To state the next theorem, we define

c0 := sup
ω∈Rs

‖H(ω)‖.(2.6)

Since each measure µlj (l, j = 1, . . . , r) is finite, by (2.2), ‖H(ω)‖ is bounded on R
s.

Hence, c0 < ∞. We also recall that ρ(N) is the spectral radius of the matrix N .
Theorem 2.2. Suppose (2.3) has a solution p ∈ P r

n for some nonnegative integer
n satisfying ρ(N)n+1 < 1/c0. Then (2.1) has a compactly supported distributional

solution φ such that φ̂[n] = p.
Proof. In this proof, the number n is fixed. The proof is based on the following

iteration scheme. It starts with the r × 1 vector φ0 := p(−iD)δ, with the jth entry
of φ0 pj(−iD)δ, where pj is the jth entry of the vector p and δ is the Dirac function.

Each entry of φ0 is supported at the origin and φ̂0 = p. For k = 1, 2, . . . , the r × 1
vectors φk are defined recursively by

φ̂k(ω) := ĝ(ω) +H(Nω)φ̂k−1(Nω).(2.7)

In particular, φ̂
[n]
1 = ĝ[n] + Lnp = p. By (2.7) we have

φ̂k+1(ω)− φ̂k(ω) = H(Nω)
(
φ̂k(Nω)− φ̂k−1(Nω)

)
=

 k∏
j=1

H(N jω)

(
φ̂1(N

kω)− φ̂0(N
kω)

)
.

Since ‖H(ω)‖ ≤ c0 ∀ ω ∈ R
s, we have

|φ̂k+1(ω)− φ̂k(ω)| ≤ ck0 |φ̂1(N
kω)− φ̂0(N

kω)| ∀ω ∈ R
s and k ∈ N0.(2.8)

Note that φ̂
[n]
1 − φ̂

[n]
0 = 0. By Lemma 2.1, there exists a polynomial q (depending on

n) such that

|φ̂1(N
kω)− φ̂0(N

kω)| ≤ |Nkω|n+1q(Nkω) ∀ω ∈ R
s and k ∈ N0.(2.9)

Since ρ(N)n+1 < 1/c0 and ρ(N) < 1, there is ε > 0 such that t := (ρ(N)+ε)n+1c0 < 1
and ρ(N) + ε < 1. Hence,

|Nkω| ≤ C(ρ(N) + ε)k|ω| ∀ω ∈ R
s and k ∈ N0,(2.10)

for some constant C (depending on ε). This implies that there exists a polynomial Q
with q(Nkω) ≤ Q(ω) ∀ k ∈ N0 and all ω ∈ R

s. Combining (2.8), (2.9), and (2.10), we
obtain

|φ̂k+1(ω)− φ̂k(ω)| ≤ tk|Cω|n+1Q(ω) ∀ω ∈ R
s and k ∈ N0,(2.11)

which means that for each ω ∈ R
s, (φ̂k(ω))k∈N is a Cauchy sequence. Hence,

f(ω) := lim
k→∞

φ̂k(ω), ω ∈ R
s,
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is well defined. Moreover, (φ̂k)k∈N converges to f uniformly on an arbitrary compact
subset of R

s. So f is an r × 1 vector of continuous functions on R
s. Furthermore, we

deduce from (2.11) that

|φ̂k(ω)− p(ω)| ≤
k−1∑
j=0

|φ̂j+1(ω)− φ̂j(ω)|

≤ (1− t)−1|Cω|n+1Q(ω), ω ∈ R
s.(2.12)

Consequently,

|f(ω)− p(ω)| ≤ (1− t)−1|Cω|n+1Q(ω), ω ∈ R
s.

Hence, f is an r × 1 vector of slowly increasing continuous functions with f [n] = p.
Therefore, there is a unique φ ∈ (S ′(Rs))r such that f = φ̂, and φ satisfies (2.1).

It remains to prove that φ is compactly supported. Let K be a compact subset
of R

s such that

{0} ∪ supp µ ∪ (
M(supp g)

) ⊆ K.

Let

Ω :=

∞∑
n=1

M−nK.

Recall that φ0 = p(−iD)δ. By our choice of K,

supp φ0 = {0} ⊆ K.

It can be easily proved inductively that suppφk ⊆ Ω ∀ k ∈ N0 (see [13]). Suppose
ϕ belongs to (S(Rs))r and suppϕ ⊂ R

s \ Ω. Since ϕ̂ is rapidly decreasing and since
(2.12) is valid, there exists a constant C such that∣∣φ̂k(ω)

T ϕ̂(ω)
∣∣ ≤ C(1 + |ω|)−s−1 ∀ω ∈ R

s and k ∈ N0.

Thus, the Lebesgue dominated convergence theorem leads to

lim
k→∞

∫
Rs

φ̂k(ω)
T ϕ̂(ω) dω =

∫
Rs

f(ω)T ϕ̂(ω) dω.

In other words, limk→∞〈φ̂k, ϕ̂〉 = 〈φ̂, ϕ̂〉. Therefore, we obtain

〈φ, ϕ〉 = (2π)−s/2〈φ̂, ϕ̂〉 = (2π)−s/2 lim
k→∞

〈φ̂k, ϕ̂〉 = lim
k→∞

〈φk, ϕ〉 = 0.

Hence, 〈φ, ϕ〉 = 0 ∀ ϕ ∈ (S(Rs))r supported in R
s \ Ω, which implies that φ is

supported in Ω.
Theorem 2.2 reduces the problem of the existence of solutions of (1.1) to that of

(2.3).

In order to study (2.3), we shall use the notation introduced in [1]. For |β| = k,
write

(MTω)β =
∑
|α|=k

mα,βω
α, ω ∈ R

s.
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The coefficients mα,β (|α| = k, |β| = k) are uniquely determined by the matrixM and
the number k. The matrix (mα,β)|α|=k,|β|=k will be denoted by Mk. For k ∈ N0, let

Jk be the set {α ∈ N
s
0 : |α| = k}. The cardinality of Jk is dk :=

(
k+s−1
s−1

)
. The ordering

≺ on Jk is defined as follows. For α = (α1, . . . , αs) ∈ Jk and β = (β1, . . . , βs) ∈ Jk,
α ≺ β whenever there exists some j, 1 ≤ j ≤ s, such that αj < βj and αi = βi for
i = j + 1, . . . , s.

Replacing ω by MTω in (2.1), we have

φ̂(MTω) = ĝ(MTω) +H(ω)φ̂(ω), ω ∈ R
s.(2.13)

Write φ̂(ω) =
∑

β∈Ns
0
vβω

β , H(ω) =
∑

β∈Ns
0
Hβω

β , and ĝ(ω) =
∑

β∈Ns
0
gβω

β , ω ∈ R
s.

Substituting the above expressions into (2.13) and comparing the coefficients of both
sides, we obtain ∑

|β|=k

mα,βvβ −
∑

0≤γ≤α

Hα−γvγ = hα, |α| = k,(2.14)

where

hα :=
∑
|β|=k

mα,βgβ , |α| = k.(2.15)

Denote by v[k] the (rdk) × 1 column vector defined by v[k] := (vβ)|β|=k. The
column vector v[k] is ordered from the top to the bottom as follows. For α, β with
|α| = |β| = k, if α ≺ β, then the segment vα is put at the top of the segment vβ . The
(rdk)× 1 column vector h[k] := (hβ)|β|=k is defined similarly.

The notation B ⊗ C stands for (bijC), the (right) Kronecker product of two
matrices B = (bij) and C. With this, (2.14) can be rewritten as

(Mk ⊗ Ir) v[k] −
k∑

j=0

(Hα−γ)|α|=k,|γ|=jv[j] = h[k],(2.16)

where Hα−γ is understood to be 0 if γ ≤ α does not hold. When |α| = k and |γ| = k,
we have (Hα−γ)|α|=k,|γ|=k = Idk

⊗H(0). It follows from (2.16) that

Tk


v[0]

v[1]

...
v[k]

 =


h[0]

h[1]

...
h[k]

 ,(2.17)

where the matrix Tk is given by

Tk :=


Ir 0 0 · · · 0
0 M1 ⊗ Ir 0 · · · 0
0 0 M2 ⊗ Ir · · · 0
...

...
...

. . .
...

0 0 0 · · · Mk ⊗ Ir

(2.18)

−


H(0) 0 0 · · · 0

(Hα)|α|=1 Id1 ⊗H(0) 0 · · · 0
(Hα)|α|=2 (Hα−γ)|α|=2,|γ|=1 Id2

⊗H(0) · · · 0
...

...
...

. . .
...

(Hα)|α|=k (Hα−γ)|α|=k,|γ|=1 (Hα−γ)|α|=k,|γ|=2 · · · Idk
⊗H(0)

 .
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Therefore, φ satisfies (2.1) if and only if, for each k ∈ N0, v[0], v[1], . . . , v[k] satisfy
(2.17).

Let λ1, . . . , λs be the eigenvalues of M . As usual, for β = (β1, . . . , βs) ∈ N
s
0,

λβ := λβ1

1 · · ·λβs
s .

Lemma 2.3. Let k be a nonnegative integer. Suppose λβ is not an eigenvalue of
H(0) for any β ∈ N

s
0 with |β| = k. Then the matrix

Mk ⊗ Ir − Idk
⊗H(0)

is nonsingular.
Proof. Suppose B is an s× s matrix. For α ∈ Jk we write

(Bω)α =
∑
|β|=k

b
[k]
α,βω

β , ω ∈ R
s,

where b
[k]
α,β are complex numbers. Let B

[k] denote the matrix (b
[k]
α,β)|α|=k,|β|=k. Suppose

C is also an s× s matrix. It is easily seen that

(BC)[k] = B[k]C [k].

Since the eigenvalues of M are λ1, . . . , λs, there exists an invertible s× s matrix
U such that the matrix Λ := U−1MTU is a lower triangular matrix with λ1, . . . , λs

being the entries in its main diagonal. We also note that Mk = ((MT )[k])T by the
definition of Mk.

In order to establish the lemma, it suffices to show that the matrix (MT )[k]⊗Ir−
Idk

⊗H(0)T is nonsingular. For that, we observe that[
(U−1)[k] ⊗ Ir

][
(MT )[k] ⊗ Ir − Idk

⊗H(0)T
][
U [k] ⊗ Ir

]
= Λ[k] ⊗ Ir − Idk

⊗H(0)T .

Clearly, Λ[k] is a lower triangular matrix with λβ (|β| = k) being the entries in its
main diagonal. Thus, Λ[k] ⊗ Ir − Idk

⊗H(0)T is a lower triangular block matrix with
diagonal blocks λβIr −H(0)T . Since λβ is not an eigenvalue of H(0) for any β with
|β| = k, we conclude that the matrix Λ[k] ⊗ Ir − Idk

⊗H(0)T is nonsingular.
We are in a position to establish the main result of this paper. In what follows,

for k ∈ N0, Tk is the matrix given in (2.18), and h[k] is the vector (hα)|α|=k with hα

given in (2.15). Finally, λ1, . . . , λs are the eigenvalues of M .
Theorem 2.4. Suppose H(0) has no eigenvalues of the form λβ , β ∈ N

s
0, then

(1.1) has a unique compactly supported distributional solution. Suppose H(0) has
eigenvalues of the form λβ for some β ∈ N

s
0. Let n0 := max{|β| : λβ is an eigenvalue of

H(0)}. Then (1.1) has a compactly supported distributional solution φ if and only if
the linear equation

Tn0


v[0]

v[1]

...
v[n0]

 =


h[0]

h[1]

...
h[n0]

(2.19)

has a solution. Furthermore, let v[0], v[1], . . . , v[n0] be a solution of the above linear
equation and v[j] = (vα)|α|=j (j = 0, . . . , n0). Then there is a unique compactly sup-

ported distributional solution φ of (1.1) satisfying φ̂[n0](ω) =
∑

|α|≤n0
vαω

α, ω ∈ R
s.
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Proof. Let n be a nonnegative integer satisfying ρ(N)n+1 < 1/c0, where c0 is
given by (2.6). Suppose that H(0) has no eigenvalues of the form λβ , β ∈ N

s
0. Then

Mj ⊗ Ir − Idj ⊗ H(0) is nonsingular for every j ∈ N0 by Lemma 2.3. Therefore,
there is a unique solution v[0], v[1], . . . , v[n] that satisfies the linear equation (2.17)
for k = n. Hence, (1.1) has a unique compactly supported distributional solution by
Theorem 2.2.

Next, suppose H(0) has eigenvalues of the form λβ for some β ∈ N
s
0. Let

v[0], v[1], . . . , v[n0] be a solution of the linear equation (2.19). By Lemma 2.3, Mk ⊗
Ir − Idk

⊗ H(0) is nonsingular for k > n0. Hence, we can find v[n0+1], . . . , v[n] from
v[0], . . . , v[n0] by using (2.17) for k = n0 + 1, . . . , n. This implies that (2.3) has a

solution p =
∑

|β|≤n pβω
β ∈ P r

n with (pβ)|β|=k = v[k], 0 ≤ k ≤ n. By Theorem 2.2,

(1.1) has a compactly supported distributional solution φ such that φ̂[n] = p. Conse-

quently, φ̂[n0](ω) =
∑

|α|≤n0
vαω

α, ω ∈ R
s, where vα (|α| ≤ n0) are determined by

(vα)|α|=j = v[j] for j = 0, . . . , n0.

Finally, we establish the uniqueness of the solution. Let φ and ψ be two com-
pactly supported distributional solutions of (1.1) with φ̂[n0] = ψ̂[n0]. Write φ̂(ω) =∑

α∈Ns
0
vαω

α and ψ̂(ω) =
∑

α∈Ns
0
uαω

α, ω ∈ R
s. For k ∈ N0, let v[k] := (vα)|α|=k and

u[k] := (uα)|α|=k. We claim that u[k] = v[k] ∀ k ∈ N0. This is shown by induction on k.
It is clear that u[k] = v[k] for k = 0, . . . , n0. Consider k > n0. Assume that u[j] = v[j]

for j = 0, . . . , k − 1. It follows from (2.17) that

(Mk ⊗ Ir)u[k] −
k∑

j=0

(Hα−γ)|α|=k,|γ|=ju[j]

= (Mk ⊗ Ir) v[k] −
k∑

j=0

(Hα−γ)|α|=k,|γ|=jv[j].

Since u[j] = v[j] for j = 0, . . . , k − 1, we have that

(Mk ⊗ Ir − Idk
⊗H(0))u[k] = (Mk ⊗ Ir − Idk

⊗H(0)) v[k].

But the matrix Mk ⊗ Ir − Idk
⊗H(0) is nonsingular for k > n0. Therefore, u[k] = v[k].

This shows φ = ψ, as desired.

When H(0) has no eigenvalues of the form λβ , β ∈ N
s
0, the homogeneous equation

(1.3) has only the trivial solution. The following corollary generalizes the result of [14],
[17], and [24] to an arbitrary dilation matrix.

Corollary 2.5. Homogeneous refinement equation (1.3) has a nontrivial com-
pactly supported distributional solution if and only if H(0) has an eigenvalue of the
form λβ , β ∈ N

s
0. Furthermore, the number of linearly independent compactly sup-

ported solutions of (1.3) is the same as the dimension of the space ker(Tn0
), where

n0 := max{|β| : λβ is an eigenvalue of H(0)}.
Suppose that φ and ψ are two compactly supported distributional solutions of

(1.1). Then φ − ψ is a solution of the corresponding homogeneous equation (1.3).
Thus we have the following corollary.

Corollary 2.6. Suppose H(0) has eigenvalues of the form λβ for some β ∈ N
s
0.

Let S be the set of all compactly supported distributional solutions of (1.1). If (1.1)
has at least one solution, then S is a linear manifold whose dimension is the same as
that of ker(Tn0

), where n0 := max{|β| : λβ is an eigenvalue of H(0)}.
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3. Examples. In this section we give several examples to illustrate our theory.

Example 1. The following interesting example was first studied in [11]. Let r = 2
and s = 1. Consider the discrete refinement equation

φ =

3∑
j=0

a(j)φ(2 · − j),(3.1)

where

a(0) =

[
h1 1
h2 h3

]
, a(1) =

[
h1 0
h4 1

]
,

a(2) =

[
0 0
h4 h3

]
, a(3) =

[
0 0
h2 0

]
,

and h1, h2, h3, h4 are given by

h1 = − t2 − 4t− 3
2(t+ 2)

, h2 = −3(t
2 − 1)(t2 − 3t− 1)
4(t+ 2)2

,

h3 =
3t2 + t− 1
2(t+ 2)

, h4 = −3(t
2 − 1)(t2 − t+ 3)

4(t+ 2)2
.

It was proved in [11] that the refinement equation has a unique continuous nontrivial
solution φ = (φ1, φ2)

T for |t| < 1. In particular, when t = −0.2, the shifts of φ1 and
φ2 are orthogonal, and corresponding orthogonal double wavelets were constructed
there.

Consider the case |t| > 1. We note that H(ω) =
∑3

j=0 a(j)e
−ijω/2, ω ∈ R. The

matrix H(0) has two eigenvalues 1 and t. Therefore, (3.1) has compactly supported
distributional solutions only if t = 2n for some positive integer (see [14]). The case t =
2 was discussed in [24], and it was shown there that (3.1) has two linearly independent
solutions.

Here we consider the case t = 4. Write H(ω) = H0 +H1ω +H2ω
2 + · · · , ω ∈ R,

where H0, H1, H2, . . . are 2×2 matrices. For the case t = 4, n0 = 2, the corresponding
matrix T2 is given by

T2 = −
 H(0)− I2 0 0

H1 H(0)− 2I2 0
H2 H1 H(0)− 4I2

 .

A simple computation yields dim(ker(T2)) = 1 for t = 4. By Corollary 2.5 we conclude
that (3.1) has one linearly independent compactly supported distributional solution.

Moreover, if φ is a nontrivial solution of (3.1), then we must have φ̂(0) = 0. This is
in sharp contrast to the case t = 2.

Example 2. Let r = 2, M = 2Is, and g = 0. Suppose

H(ω) =

[
h11(ω) h12(ω)
h21(ω) h22(ω)

]
, ω ∈ R

s, and H(0) =

[
1 0
0 2

]
.(3.2)
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In this case, n0 = 1, and

T1 = −


H(0)− I2
D1H(0) H(0)− 2I2
D2H(0) 0 H(0)− 2I2

...
...

...
. . .

DsH(0) 0 0 · · · H(0)− 2I2

 .

If Djh21(0) = 0 ∀ j = 1, . . . , s, then dim(ker(T1)) = s + 1. So (1.3) has exactly
s + 1 linearly independent solutions by Corollary 2.5. Otherwise, (1.3) has exactly s
linearly independent solutions. Moreover, the homogeneous refinement equation (1.3)

has a compactly supported distributional solution φ such that φ̂(0) �= 0 if and only
if Djh21(0) = 0 ∀ j = 1, . . . , s. For discrete refinement equations, this recovers the
result of Theorem 4 in [24].

The next two examples are devoted to nonhomogeneous refinement equations.
Example 3. Let r = 2, s = 1, M = (2), and g = (g1, g2)

T . Suppose the conditions
in (3.2) are satisfied. In this case, n0 = 1, and T1 is the 4× 4 matrix given by

T1 = −
[

H(0)− I2 0
H ′(0) H(0)− 2I2

]
= −


0 0 0 0
0 1 0 0

h′
11(0) h′

12(0) −1 0
h′

21(0) h′
22(0) 0 0

 .

By Theorem 2.4, (1.1) has a compactly supported distributional solution if and only
if the linear equation

T1v = [ĝ1(0), ĝ2(0), 2ĝ
′
1(0), 2ĝ

′
2(0)]

T

has a solution v in C
4. Let S be the set of all compactly supported distributional

solutions of (1.1). There are two possible cases: h′
21(0) �= 0 and h′

21(0) = 0. In
the former case, (1.1) has a solution if and only if ĝ1(0) = 0, and dim(S) = 1 by
Corollary 2.6. In the latter case, i.e., h′

21(0) = 0, (1.1) has a compactly supported
distributional solution if and only if ĝ1(0) = 0 and ĝ2(0)h

′
22(0) = 2ĝ

′
2(0). If this is the

case, then dim(S) = 2.
Example 4. Let r = 2, s = 2, M = 2I2, and g = (g1, g2)

T . Suppose the conditions
in (3.2) are satisfied. In this case, n0 = 1, and T1 is the 6× 6 matrix given by

T1 = −


0 0
0 1

D1h11(0) D1h12(0) −1 0
D1h21(0) D1h22(0) 0 0
D2h11(0) D2h12(0) 0 0 −1 0
D2h21(0) D2h22(0) 0 0 0 0

 .

By Theorem 2.4, (1.1) has a compactly supported distributional solution if and only
if the linear equation

T1v = [ĝ1(0), ĝ2(0), 2D1ĝ1(0), 2D1ĝ2(0), 2D2ĝ1(0), 2D2ĝ2(0)]
T

has a solution v in C
6. Let S be the set of all compactly supported distributional

solutions of (1.1). There are two possible cases.
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Case 1. Suppose D1h21(0) = 0 and D2h21(0) = 0. By Theorem 2.4, (1.1) has a
compactly supported distributional solution if and only if

ĝ1(0) = 0, 2D1ĝ2(0) = ĝ2(0)D1h22(0), and 2D2ĝ2(0) = ĝ2(0)D2h22(0).

In this case, Corollary 2.6 confirms that dim(S) = 3, since the dimension of ker(T1)
is 3.

Case 2. Suppose D1h21(0) �= 0 or D2h21(0) �= 0. In this case (1.1) has a compactly
supported distributional solution if and only if ĝ1(0) = 0 and

D1h21(0)
(
2D2ĝ2(0)− ĝ2(0)D2h22(0)

)
= D2h21(0)

(
2D1ĝ2(0)− ĝ2(0)D1h22(0)

)
.

In this case, dim(S) = 2 by the fact that the dimension of ker(T1) is 2.
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