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Abstract—Downlink (DL) and uplink (UL) joint communi-
cation and sensing (JCAS) technologies have been individually
studied for realizing sensing using DL and UL communication
signals, respectively. Since the spatial environment and JCAS
channels in the consecutive DL and UL JCAS time slots are
generally unchanged, DL and UL JCAS can be jointly designed
to achieve better sensing and communication performance. In
this paper, we propose a novel DL and UL cooperative (DUC)
JCAS scheme, including a unified multiple signal classification
(MUSIC)-based JCAS sensing scheme for both DL and UL JCAS
and a DUC JCAS fusion method. The unified MUSIC JCAS
sensing scheme can accurately estimate angle-of-arrival (AoA),
range, and Doppler based on a unified MUSIC-based sensing
module. The DUC JCAS fusion method can distinguish between
the sensing results of the communication user and other dumb
targets. Moreover, by exploiting the channel reciprocity, it can
also improve the sensing and channel state information (CSI)
estimation accuracy. Extensive simulation results validate the
proposed DUC JCAS scheme. It is shown that the minimum
location and velocity estimation mean square errors of the
proposed DUC JCAS scheme are about 20 dB lower than those
of the state-of-the-art separated DL and UL JCAS schemes.

Index Terms—Joint communication and sensing, 6G networks,
downlink and uplink cooperation.

I. INTRODUCTION
A. Existing Research and Motivations

Wireless communication and sensing capabilities are both
indispensable for the 6th generation (6G) machine-type ap-
plications, e.g., intelligent vehicular networks, manufacturing,
and smart cities [1]], [2]. Unfortunately, the proliferation of
wireless sensing and communication nodes has resulted in
severe spectrum congestion problems [3[]. In this context,
the joint communication and sensing (JCAS) technology has
emerged as one of the most promising 6G key technologies.
It aims to achieve wireless sensing and communication abil-
ities simultaneously using unified spectrum and transceivers,
sharing the same transmitted signals [4].
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Up to now, downlink (DL) and uplink (UL) JCAS utilized
in mobile networks have been widely studied, adapting to the
DL and UL transmission modes of communication systems, re-
spectively. Sturm et al. 5] proposed an orthogonal frequency-
division multiplexing (OFDM)-based JCAS signal processing
method, which satisfies both the active range detection and
communication requirements by using the echoes of commu-
nication signals. Zhang et al. [|6] proposed a practical OFDM
time-division-duplex (TDD) multibeam scheme to achieve
JCAS that is suitable for DL echo sensing, which complies
with the prevalent terrestrial packet communication system.
As pointed out in [7], the critical enabler for implementing
DL JCAS is the full-duplex (FD) operation to transmit JCAS
signals and receive reflections simultaneously. Seyed Ali et
al. [8]] realized an FD JCAS platform that detects targets
while communicating with another node by canceling the
self-leakage interference with analog and digital self-leakage
canceler. In [9], the authors studied spatio-temporal power
optimization problems for multi-input multi-output (MIMO)
DL JCAS system. In [10], the authors proposed a UL JCAS
method for perceptive mobile networks, allowing a static user
and base station (BS) to form a bi-static system to sense the
environment. Liu er al. [11] proposed that super-resolution
sensing method can be used to achieve DL active range and
Doppler estimation. In [12], the authors proposed a refined
multiple signal classification (MUSIC)-based JCAS sensing
scheme to achieve accurate estimation of the angle of arrival
(AoA), range and velocity. All the above researches have laid
fundamentals for implementing both the DL mono-static JCAS
that exploits the echoes of DL signals, and UL bi-static JCAS
that utilizes the UL signals.

In the consecutive UL and DL time slots, the spatial param-
eters of the environment can be treated as unchanged, which
leads to the channel reciprocity [3|]. The JCAS operations
in consecutive UL and DL time slots can be treated as
independent estimates of highly correlated sensing parameters.
UL and DL JCAS can potentially be jointly processed to
improve the communication and sensing performance of the
entire JCAS system. However, few studies have studied the
cooperation between UL and DL JCAS up to now.

B. Contributions

Taking advantage of the above potential in achieving coop-
eration between the UL and DL JCAS processes, we propose
a DL and UL cooperative (DUC) JCAS processing scheme
for OFDM-based systems, which can improve the sensing



accuracy and communication reliability. This scheme consists
of a unified DUC super-resolution sensing method and a DUC
JCAS data fusion method. The unified DUC super-resolution
sensing method can use the same MUSIC-based JCAS sensing
module to accurately estimate AoA, range, and velocity for
both UL bi-static and DL mono-static sensing. Specifically,
the unknown AoA and range of the user equipment (UE) can
be estimated in the UL JCAS, and this prior information can be
exploited in the DL JCAS processing via beamforming (BF)
for effective interference mitigation between communication
and sensing. The DUC JCAS data fusion method integrates
the UL and DL JCAS sensing results to distinguish between
the sensing results of the communication user and other dumb
scatterers, and to improve the sensing accuracy. Besides, it
fuses the UL and DL channel state information (CSI) to
improve communication reliability.

The main contributions of this paper are summarized as
follows.

1. We propose a DUC JCAS processing scheme that uses a
common refined two-dimensional (2D) MUSIC algorithm
for estimating AoA, range, and velocity for both UL and
DL sensing. The estimated UE’s AoA and range in UL
JCAS can offer crucial prior information for JCAS BF in
DL JCAS processing, which leads to efficient interference
mitigation between DL sensing and communication.

2. We propose a DUC JCAS fusion method by leveraging
the correlation between UL and DL JCAS channels. It
can distinguish the sensing results of the communication
user from the other dumb targets, and improve the sensing
estimation accuracy by integrating the UL and DL JCAS
processing results.

3. We propose a DUC JCAS CSI fusion method that can
integrate the CSI estimates from both UL and DL channel
estimation to reduce the error in CSI estimation by
exploiting the channel reciprocity of mobile networks.

Extensive simulations are conducted to validate the pro-
posed DUC JCAS scheme. The simulation results show
that the location and velocity estimation mean square errors
(MSESs) of the proposed DUC JCAS scheme are about 20 dB
lower than the state-of-the-art separated DL and UL JCAS
schemes. The communication CSI enhancement can improve
the bit error rate (BER) performance. The remaining parts of
this paper are organized as follows. In section [[I, we describe
the system model for the DUC JCAS scheme. Section [II]
proposes the DUC JCAS sensing processing scheme. Section
[[V] proposes the DUC JCAS fusion method. In section [V}
the simulation results are presented. Section [VI| concludes this
paper.

Notations: Bold uppercase letters denote matrices (e.g., M);
bold lowercase letters denote column vectors (e.g., v); scalars
are denoted by normal font (e.g., 7y); the entries of vectors or
matrices are referred to with square brackets, for instance, the
gth entry of vector v is [v],, and the entry of the matrix M
at the mnth row and gth column is [M],, mm; Us = [U], y,.x,
means the matrices sliced from the N;th to the Noth columns
of U; (), (\)* and (-)” denote Hermitian transpose, complex
conjugate and transpose, respectively; ||vy||, represents the /-
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Fig. 1: The DUC JCAS scenario.

norm of vy, and ¢3-norm is considered in this paper; eig(IM) is
the eigenvalue decomposition of M, and E (-) represents the
expectation of random variables; M; € CM*N and M, €
RMXN are M x N complex-value and real-value matrices,
respectively; and v ~ CN(m, 0?) means v follows a circular
symmetric complex Gaussian (CSCG) distribution with mean
m and variance o2,

II. SYSTEM MODEL

This section presents the DUC JCAS system setup, JCAS
channel models, and transmit and received signal models to
provide fundamentals for DUC JCAS signal processing.

A. DUC JCAS System Setup

We consider a DUC JCAS scenario, where the user and
BS conduct alternating DL and UL JCAS operations, as
shown in Fig. [II A multipath channel model is considered
for the block fading channel. Millimeter-wave (mmWave)
and uniform plane arrays (UPAs) are used for the DUC
JCAS system. The BS is equipped with two spatially well-
separated UPAs and self-leakage canceler to transmit JCAS
signals and receive reflections simultaneously, as developed
in [8]]. Moreover, synchronization between the BS and user is
achieved via a global clock, such as GPS. The clock between
them is assumed to be locked, as discussed in [13]]. Thus, the
timing and carrier frequency residual offset are neglected in
the signal model.

In the UL preamble (ULP) period, the user transmits the
ULP signal, and BS receives it for both UL communication
setting such as channel estimation and estimating the user’s
sensing parameters in a bi-static manner. In the UL data (ULD)
period, the BS receives and demodulates the ULD signal. In
the DL preamble (DLP) period, the user receives the DLP
signal from BS for synchronization and channel estimation.
BS does not operate JCAS in the DLP period to ensure the
best channel estimation. In the DL data (DLD) period, BS
transmits the DLD signal to the user and sensing probe signal
to the direction-of-interest (Dol), and simultaneously receives
the echo signals from both the direction-of-user (DoU) and
Dol to perform mono-static sensing.
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Fig. 2: The UPA model.

As the network environment is generally unchanged for
consecutive UL and DL time slots, the UL and DL JCAS
can cooperate to enhance both communication and sensing.
DL JCAS is capable of sensing both communication users
and the dumb scatterers, while UL JCAS can well estimate
the user’s sensing parameters as the line-of-sight (LoS) path
dominates the mmWave JCAS channel. As a consequence,
after BS performs a round of DL and UL JCAS, it can merge
the results to distinguish between the user and the dumb
targets, thus improving the sensing performance. Moreover,
the UL and DL CSI estimation results can also be merged to
improve the communication performance.

Next, we introduce the JCAS transmit signal model and then
demonstrate the JCAS channel models.

B. JCAS Transmit Signal

The UL and DL signals adopt OFDM signals to accom-
modate the prevalent wireless communication networks. The
general OFDM JCAS signal is defined as

MiI-1N!-1

UEDIDS

m=0 n=0

Pid: I (fetn ARt (t — mT§>
n,m T;

(D
where ¢ U or D are for UL and DL JCAS signals,
respectively; P/ is the transmit power, M,’ and N! are the
numbers of OFDM symbols and subcarriers for each JCAS
process, respectively; d;’m is the transmit OFDM baseband
symbol of the mth OFDM symbol of the nth subcarrier,
f. is the carrier frequency, Af? is the subcarrier interval,
T = Alfi + T} is the time duration of each OFDM symbol,
and Tgi is the guard interval.

C. UPA Model

Fig. [2] demonstrates the UPA model. The uniform interval
between neighboring antenna elements is denoted by d,. The
size of UPA is P x (). The AoA for receiving or the angle-
of-departure (AoD) for transmitting the kth far-field signal is
Pr = (or,0,)T, where @, is the azimuth angle, and 6, is
the elevation angle. The phase difference between the (p,q)th
antenna element and the reference antenna element is

27 . . .
ap,q (Pr)=e€xp[—j Tda (p cos @y, sin Oy +¢g sin @y, sin 0],
()

where A = ¢/f. is the wavelength of the carrier, f. is the
carrier frequency, and c is the speed of light. The steering
vector for the array is given by

3)

where a(p;) € CP9*!, and [vpg]|(p.q)es1xs2 denotes the
vector stacked by values v, 4 satisfying p € S1 and ¢ € S2.
The steering matrix for L far-field signals is then given by

A= [a(p1)7 a(p2)7 T 7a(pL)}7 “4)

where A € CP@*L Then, we demonstrate the UL and DL
JCAS channel models. The sizes of the antenna arrays of the
BS and the users are P; x Q; and P, x @, respectively.

a(pr) = [ap,q (PK)] [p=0,1,- P-1;9=0,1,-- .Q—1

D. JCAS Channel Models

BS estimates the Doppler and range from the UL commu-
nication channel using bi-static sensing. Therefore, we name
it the UL JCAS channel in this paper. Due to the channel
reciprocity, the DL communication channel is the transpose of
the UL JCAS channel. The DL echo sensing channel consists
of the echo path from UE as a scatterer, and the echo paths
from other dumb scatterers, as shown in Fig. E} Since the
signals after multiple reflections are much smaller than those
with only one reflection, we only consider echoes directly
reflected from scatterers.

Next, we present the expressions for the aforementioned
JCAS channels.

1) UL JCAS Channel Model: The UL JCAS channel re-
sponse matrix at the nth subcarrier of the mth OFDM symbol
is given by

L—-1
HY, =% [

=0

be 16927 fea)mT o=j2mnAfY (re)

Xa(P%x,l)aT(ng,z)

E)

where Hgm’m € CPQuxFPQr | = 0 is for the channel
response of the LoS path, and [ € {1,---,L — 1} is for the
paths involved with the [th scatterer; a(p% ;) € CH@ x 1
and a(pfy,) € CP@ % 1 are the steering vectors for UL
receiving and transmission, respectively; p% x, and p% X, are
the corresponding AoA and AoD, respectively; fcao0 = %
and 7.0 = "% are the Doppler shift and time delay be-
tween the user and BS of the LoS path, respectively, with
vg and 1o ; being the corresponding radial relative velocity
and the distance, respectively; fca: = fai1 + fau,2 and
Te, = Teyi,1 + Te,2 are the aggregate Doppler shift and time
delay of the /th NLoS path, respectively; fz;1 % and
fai2 = vr% are the Doppler shifts between the user and
the [th scatterer, and between the [th scatterer and the BS,
respectively, with v,.; 1 and v,; o being the corresponding
radial velocities; 7.;1 = " and 7.;2 = “22 are the time
delays between the user and the lth scatterer, and between
BS and the [th scatterer, respectively, with r; 1 and ;2 being

. . 2
the corresponding distances. Moreover, bc g = , /7( 4W;\ & and
’ 0,1

bc, = | /W B, are the attenuation of the LoS and
1 2 ’

NLoS paths, respectively; 8¢, is the reflecting factor of the
Ith scatterer, following CA(0,02,) [14].
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2) DL Communication Channel Model: The DL and UL is
JCAS adopt the same subcarrier interval and number. Due
to the chnnnel reciprocity, the DL commum.catllon channel Yimm = / Ptz J L anZTX Jrni o
response is the transpose of the UL communication channel b \i oI 2Tm T fe .
response and is given by = /Pid nm GIATX, +05

» (6)

HY Lz_l { bo,e2m(fea)mT? g=2mnAf P (re)
D :
L xa(pgy,)a’ (Prx.)

where HE,, € CPrOxPQ a(pPy ) € CH% x 1 and
a(piy,) € C9 x 1, and pRy, = pfyx, and pPy, =
pY, x; are the DL communication AoA and AoD, respectively.

3) DL Echo Sensing Channel Model: The response of the
DL echo sensing channel at the nth subcarrier of the mth
OFDM symbol is given by

j27rnAfD(TSJ)

(D

L-1 727 fs 1 1rnTS
HS n,m- Z |: I;Séll(ep ) (

=0 R PTx.1)
where p?x’l and pg)s(’l are the AoD and AoA of the JCAS
transmitter and sensing receive array, respectively; (pT X, ) €
CP:@ex1 and a(pgfw) € CP:@ex1 are the correspondlng
steering vectors as given in (3). Since the mmWave array is
typically small, pR% | = pZy ;. Moreover, fs01 = 2 and
fsi1= 21}% are the Doppler frequency shifts of the /th echo
path, with vy and v,.; » being the corresponding radial relative
velocities; 75,0 = 2ro.
the Ith echo path, with ro,1 and 7o being the corresponding

ranges; bs; = 135, with Bs; being the reflecting

(47T)3
factor of the Ith scatterer that follows CN/(0, 0% ), according

to Swerling model [15].

E. UL and DL Received JCAS Signals

1) Received Communication Signals: The received commu-
nication signal at the mth OFDM symbol of the nth subcarrier

xe—aZmnAL T, ta(phx )

®)
where ¢ = U and D are for UL and DL JCAS signals, respec-
tively; n;n’m is the combined noise that contains Gaussian
noise and possible reflected interferences, and each element
of ntnm follows CN(O UN) ndm7nzlE]nm CPtQtXl’
Y mm Monm € CPrO>1di s the transmit symbol,
and P} is the transmit power; Wi, is the transmit BF
vector, and x7x; = a’ (P x ;)Wh is the transmit BF gain.
We adopt the low- complex1ty least—square (LS) method to
generate Why, i.e., Why = cola (pTXl)]Jf (6], where [A]f
is the pseudo-inverse matrix of A, and ¢y = e/2™f¢ is a
complex value with unit modulus and arbitrary phase. When
the transmit beam is well aligned to the user, P’y ; = Py -
In the ULP and DLP periods, d, ,,, = di, ,,, and P} = P} are
the preamble symbols and the coi‘responding transmit power
that are deterministic and known to BS and the user. Without
loss of generality, we assume P} is the maximum value of P;.
The corresponding received signals for preambles are denoted
by ¥¢ - In the DLD and ULD periods, d}, ,,, € ©Oqan is
the random data symbol, where ©¢ 4, is the used quadrature
amplitude modulation (QAM) constellation for communica-
tion.

2) Received Echo Sensing Signal: In the DLD period, the
BS can transmit dedicated sensing probe signals to sense the
targets in Dol, denoted by pZ g- Denote WTS to be the transmit
BF vector to illuminate direction p2 g - The echo sensing signal
received by BS is expressed as

V dn mWTX ) DS 9)

stst ps | TS nm:

DS _ D
ys,n,m - HS,n,m
mWTX



where y85 =€ CPQuxl gD s the dedicated sensing
symbol with unit constant modulus, d{?’ m 1s the DL commu-

nication data symbol; PP and P are the powers for d2?

and d2 . respectively; and PP% + PP = PP. Moreover,
DS € CP@+x1 ig the noisy vector that contains Gaussian

noise and possible reflected interferences, with each element
following CA (0, 0%).

From (7), ), and (9), we can see that the UL and DL
JCAS paths directly formed by the user and BS contain the
identical user’s range, radial velocity, and AoA. Therefore,
the consecutive UL and DL JCAS can conduct independent
estimates of several identical sensing parameters, which is the
basis for DUC JCAS processing scheme.

III. DUC JCAS SENSING PROCESSING

The DUC JCAS processing scheme is shown in Fig. [3]
Specifically, this section demonstrates the unified UL and DL
JCAS sensing processing methods, and the JCAS data fusion
method will be presented in Section In this section, we first
use a unified MUSIC-based module to estimate the AoA, range
and Doppler for the UE in the UL JCAS processing, which
are then used for the BF in DL JCAS to suppress the mutual
interference between DL sensing and communication. Finally,
we show that the DL JCAS processing can use the same
MUSIC-based module to estimate the ranges and Doppler
frequencies of targets as in the UL JCAS processing.

A. UL JCAS Processing

In the ULP period, based on @]), the UL CSI estimation at
the nth subcarrier of the mth OFDM symbol is obtained with
the LS method as [|16]]

ﬁg,n,m = yg,n,m ( PtUJ'EL],m (10)

) c CPtQtX1

Since NY subcarriers at MY OFDM preamble symbols are
A U U
used, we can stack all the CSIs to obtain HY, € CT@exNe My

where the [(m—1)NY +n]th column of I is hY. ,, .. Denote
the UL incident signals of L paths as s{] ,, € CL*!, where
[sY], = boaxF ed2mmTs Jeate=i2m Al Tre (1)
Then, HY can be expressed as
HY = Ay rxSY + NY| (12)
where Ay rx = [a(PRx)]li=01,...-1 € CHOXE s the

steering matrix, and the [(m — 1)NY + n]th column of
NV is o, . /(v/PVdY,,). Moreover, SV € CLXNIMT g
expressed as
U _ (U
8 = hnmJMnmnemengfuxanwMgfu'
1) UL JCAS Angle Estimation: We obtain the AoAs from
Hg using the refined MUSIC-based estimation method, as
referenced to [12]]. First, we compute the autocorrelation
matrix of YZ as

13)

RY=[AY(AY) ) (MUNY) € CPQxPQ (14)

Applying eigenvalue decomposition to RY, we obtain

U7, 2] = eig (RY) , (15)
where eig(M) represents the eigenvalue decomposition of M,
32U is the real-value eigenvalue diagonal matrix in descending
order, and UY is the orthogonal eigen matrix. The number of
incident signals is denoted by NU. The noise subspace of RY
is UY, = [Ug]:,NgH:PtQt, and then we formulate the angle
spectrum function as [[17]]

[ (p) = a” (p) UL (UR)"a(p),

where a (p) is given in (B). The angle spectrum is further
obtained as [|17]]

SY (p) = [a” (p) U (UY) "a (p)] .

The minimum points of fU(p), i.e, the maximum points of
SU (p) are the estimated AoAs. We then use a 2D two-step
Newton descent method in [[12] to derive the minimum points
of fV(p), which is demonstrated in Algorithm (1} The initial
points for Newton descent iteration are given by a coarse-
granularity grid search [10].

To identify the minimum of fU(p), we substitute f(p),
H, (p), and V,f (p) in Algorithm [1] with (T6), Hessian
matrix and the gradient vector of fU(p), respectively. Note
that Algorithm [T] can also be used in the one-dimensional
(1D) parameter estimation by treating the second parameter
to be a constant value.

By applying Algorithm [I] we estimate the AoAs denoted
by ®Y = {p{/}reqo,1,...,Nv—1}- Moreover, O is sorted in
the descending order by the value of SY (p{). Typically, p§’
is the estimated user’s AoA because the LoS path dominates
the UL JCAS channel.

The BF matrix to receive the incident signals can be
obtained by solving the following optimization problem:

(16)

a7

. H 2
Whx = argmin [W7 Ay pxS” - SY[3, (18)
w
where the mth column of WY is the BF vector that receives
the signal from the mth direction in ®Y. Since the problem
is convex, we have

Wiy = [AU,RX(AU,RX)H]ilAU,RX-

For the estimated steering matrix, i.e., AU, RX =
[a(ﬁg)]\k:(),l’.,,,’]vg_l, the received BF matrix is expressed
as

19)

~ ~ -~ H _ ~
Wix = [Avrx(Aurx) | 'Aurx.

Then, we normalize each column of WY, to obtain WY ..

Since the LoS path generally has dominant power in mmWave

systems, we use the first column of W% > denoted by w% x =

[W%X]:ﬁl, to constructively combine the LoS path’s signals.
Then, the UL CSI obtained by BS is

(20)

hlg = (W) HY, 1)

where flgs € CY*NI M also includes the LoS path’s sensing
parameters.



Algorithm 1: 2D two-step Newton descent minimum
searching method [12]

Input: The range of ¢: ®,; the range of §: ®y; the
number of initial grid points: N;; the maximum
iteration round ind,,q,; the MUSIC spectrum
function: f(p).

Output: Estimation results: @={p }|reqo,....N,~1}-

Initialize:

1) @, and ®y are both divided evenly into N; — 1

pieces by N; grid points to generate a meshgrid
i’@ X i‘g.

2) Set a null space ©.

Process:

Step 1: foreach p; ; € &, x g do

Calculate the spatial spectrum as S, where
[Slij = [f (Piy)] ™"

end

Step 2: Search the maximal values of S to form the

set ©.

Step 3: Derive the Hessian matrix and the gradient

vector of f(p) as Hy, (p) and V, f (p), respectively.

Step 4: foreach p; ; € O, do

k=1;
P(O) = Pi,j»
p*) = p*—1 — [H,(p*=) "IV, f(p*~V);

while |p*) — p* V|| > ¢ and k < ind,nq, do

‘ P(k) = p(kfl) - [Hp(p(kfl))]ilvpf(p(kil)ﬁ
end
p*) is put into output set ©;

end

2) UL JCAS Range-Doppler Estimation: Reshape ﬁU S to a
NY x MV matrix, denoted by FY, then combine (TT]
@]) and @ We can obtain the (n, m)th element of Hc g as

hCSnm:hCSnm+wtnm

Z[bgge

><XTX leXl

j2rmTY fedip— j2mnAfUre, , (22)

U
wt,n,m

where wl, = (WRX) ny, . /(/PVdY,) is the trans-
formed noise, h{g ,, (WRX) HY mw¥X is the actual

communication CSI, and wRX’l = (W%X) (pRX’l) is the
gain at the [th AoA. Since w¥ , points at the LoS path, @Y, X0
is much larger than w%XJ (I #0).

Notice that ﬁgSn m contains independent complex expo-
nential functions for range and Doppler, i.., e/27mTs fea.
and e—92mnAf e Here, we define the range and Doppler
steering vectors, respectively, as

a,(r; Af,N.) = [e92™ATS

[6j27rstf]|

ln=01,..N.—1,  (23)

ay (f;Ts, M) = m=0,1,...,M,—1- (24)

Then, the UL range and Doppler steering matrices are defined
as

AV = [a,(r;; AfY, N 1=o1.... .1 € CNE XL (25)

AY =lap(fean; TV, M )]\1:0,1,.A.,L71€CMSUXL, (26)

where r; = 7. X c.
According to (22), HY 4 can be written in matrix form as

I:IgS = Aysg (Af ) + Wt'r'?

U : U U .
where S% = diag( ‘/PUbCleXlXTX,l”l:o,...,Lq) is ir-
relevant to AY and A, and [W[ ],y = wf,, ,,,. We use the

Theorem (1] in [12], to estimate the range and Doppler.

Theorem 1. The range and Doppler steering matri-
ces are A, = J[a.(r;Af, N, )]|l 01,...—1 and Af =
[af (fl;T7M3)]|l:O,1 ’’’’’ L_1 If H = A,S, (Af) + W ¢
CNexMs \where S, = diag([ai]l,—g.... ,_1)» @i is a complex
value irrelevant to A, and A¢, and W is zero-mean Gaussian
noise matrix. Let the noise subspaces of H and H? be
U, .~ and U, ¢y, respectively. Then, the minimal values
of [|[U,,rn7a, (r)|3 and | U, sn"as(f)||3 are » = 7, and
f = fi, respectively [12].

27)

Proof. The proof is provided in the Appendix C in [12]. [

Based on Theorem [I] following the same approach as taken
in (T4)-(T7), we can obtain the range and Doppler spectra.
From the spectra, we use the steps 3-4 in Algorithm (1] to
find the peaks that are the estimates of ranges and Dopper
frequencies. We first derive the correlation matrices of HY,q
and (ﬂg s)7, respectively, as

1

U U
Ry = qoHes(Hog)" e CYxte, 28
1 -~ U U
RY f= NU (Fgs)"(HEg)" € CMo Mo (29)
By applying eigenvalue decomposition to R » and Rx o we
obtain
[Ugrv Egr] = eig(Rgr)7
’ ’ (30)

[U’I' f72'1r]f] = Clg(RU )7

respectively, where Z}xUT and ZU s are the eigenvalue diag-
onal matrices, Ugr and UV s are the corresponding eigen
matrices, respectively. The number of targets is denoted by
N;{ .- The noise subspaces of er and Rg’ 5 are Uw.
(U, )nv, g1y and UY oy = [UY (] yu 1., respec-
tively. The range and Doppler spectrum functions are, respec-
tively, given by

f;] (T’) ( ) Ua:rN(Ux TN) 7{](7'),

f;] (f) =aj TnHtul fN(Uz,fN)Ha]I‘J (f)- (32)

where al (r) = a.(rAfY,NY), and af(f) =
ar(f;TY, MY). Furthermore, the range and Doppler spectra
are, respectively, given by

€1y

H

SU(r) = [V (N TUY, y(UY, ) al (], (33)
SY () = RY(HTUY (U ) QY (7 G4

According to Theorem (1}, the minimal points of fY (r) or
f}f (f), i.e., the maximal points of SY () or SY (f) are the
range and Doppler estimation results. Algorithm|Ijcan be used



to identify the above minimal values by reducing the second
parameter, 6, in Algorithm |I| to be a redundant constant [[12].
Note that f (p), Vp/f (p) and Hy, (p) in Algorithm [1] are re-
placed by (31), 6f5T(T), and 2 ggr(r) for range estimation, and

U 2 U
replaced by (32), afgf(f), and 2 ,J;‘Qf(f)

respectively.
The estimated range and Doppler sets are denoted by

@y = [f1g1]\k1=0,~..,N§{S—1 and @S{ = [f}ijzﬂkz:o,...,zvgs_h
respectively. Then, we provide the range-Doppler matching
method to match the decoupled range and Doppler estimation
results.

3) Range-Doppler Matching Method: The range and

Doppler results are matched according to Theorem

Theorem 2. If H = A,S(Af)" + W, where W is a
Gaussian noise matrix, S is a diagonal matrix irrelevant to
A; and Af, A, = [a.(r;; Af, Ne)li=0,1,...,0—1, and Ag =
[af(fi; Ts, Ms)]|i=0.1,...,.L—1. then only the range-Doppler pair
of the same target, denoted by (r =7, f = fi), can achieve
the maximal points of ||[a, (r)]” A.Ss(A¢)" [as (f)]"]2.

Proof. The proof is provided in Appendix [A] O

for Doppler estimation,

According to Theorem [2| we define the range-Doppler
matching matrix for UL JCAS as

~ . H A ~ * U U
M7 =[|[A7] HESIAT] |3 € C¥erMee o (35)

where ATU = [ar (r;AfU,Ng)] |T€¢>g and A][{ =
[ay (f; TY, MY )]|jequ are the estimated range and Doppler
steering matrices for IfJL JCAS, respectively. The maximum

of the nth row of Mgf, e.g., [Mgf}n,mn, indicates the nth
value of ®Y matches the m,,th value of @?.

B. DLP CSI Estimation

In the DLP period, the user receives the preamble signals
from BS using receive BF vector, denoted by w&y. The
received preamble signal is given by

gg,mm = (WgX)Hyg,n,m

j27rmTPf ,d,l

__ Ll bc,e - E R (36)

_ —j2anAfPr,
- Pt dn,m Z xe e Frren +nt,n,m
=0 D D
XXTx,1%RX,
=D o . D _(wD \H.D
where §&,, ., is given in (), and N m=(Wex)"ng, ..

Moreover, due to channel reciprocity, we have Wg x =
wiy and wly = wb. Therefore, ngJ = X%X,l and
X?X.l = w%x’l. According to [16], the DL. communication
CSI obtained with the LS method is

el
n,m D D
—=——=h +w
B0 7 CS,n,m t,n,m»
D 3D )Ty 5Ty
Pt dn,m
D _ U . . .
where hgg ,, m = hCS,'n,'nj, is due to the channel reciprocity,
and wp, ,, = np, ./(v/PPdP,,) is the transformed noise.

hmm = 37)

C. DLD Period Mono-static JCAS Processing

In this subsection, we first present the received DL data and
echo signals after BF, then propose the DLD JCAS BF and
sensing schemes.

1) Received DL Data and Echo Signals: In the DLD period,
BS transmits data signals to the user using the communication
link formed in the DLP period. Except for data communica-
tion, BS also transmits dedicated sensing beam to Dol, pg s
with BF vector, w25 . The value of w25 should be optimized
to minimize the interference to DL communication.

The DL data signal received by the user is expressed as

D  /PpD,D
yg _ g AV P Wrx +wg
m,m ;1M DS DS,DS 1, M
+dn m Pt Wrx
_ 4D _/pDpD DS DSy, D DS D
- dn,m Pt hCS,n,m—’_dn,m\/ﬁhc,n,mwTX—’_wC,n,m?
(38)
D _ D \HyD 1xPQ D _
where hC,n,m - (WRX) HC,n,m € C e, wC,n,m -
(WB ) HEnP | and dP5 and PPS are the transmit probe

symbol and power, respectively. Note that the second term in
(38) is the interference to DL communication.

In this process, w25 should be interference-free to DL
communication. Therefore, w§ is in the nullspace of h§Z, .
Due to the channel reciprocity, we can use (flg’n’m)T to
replace hg’nﬁm. By deriving the singular value decomposition
of (hY,

)T, the right singular matrix is obtained as Vg o

and tl(ljé7lﬁ7311space basis can be derived as
Vo = [VE, mlapq, € CHAxFQ=h — (39)
Then, w25 should be the linear transform of ng,\im to
guarantee no interference to the DL communication, i.e.,
Wiy = VO mmi, (40)

where m; € C*Q:=1x1 and will be finally determined in
the following subsection.

On the other hand, to receive both the echo signals of the
DL communication signal and those of the dedicated sensing
signal, BS generates a BF matrix, WE§ = [w), , wl? ] €
CFtQex2 | to distinguish the echo signals from these two
directions. The echo signals received at BS in the nth sub-
carrier of the mth OFDM symbol is expressed as r?im =
(WESHH yE S . Combining (9)), we express the sensing echo
signal as /

DD D
DS _ (WhS)HED VP dy s wrxt+ L gDS
Tsnm=\WRX Snm\  /HDS DS DS n5.n,m»
Pt dn,mwTX
41)
where nEY = (WERZ)HnlS . Note that w2y generates

the JCAS beam pointed at the estimated user’s direction, 156] ;
wR{ generates the beam pointed at Dol, p%; and WE¥
is aimed to distinguish the echo signals from these two
directions.

2) DLD JCAS BF Method: Since HY  is unknown
before transmitting JCAS signals, we have to use reference
channel responses to generate w25 and WES.. The reference
channel responses can be generated via Theorem [3] based on

the estimated UE’s AoA and range.

Theorem 3. The actual mono-static echo sensing channel,
denoted by Hgy, has the same form as (7)), and is composed

of K scatterers with direction © = {psx}|,_q ;- Its



Dol is pg, and the reference channel response can be defined
as

HRsz\/ X/ [(4m)* ()" |a (ps)a” (ps),  (42)
where rg is the expected range of the target. The re-
ceive and transmit BF vectors generated from Hpgg, de-
noted, respectively, by wrx and wrx, have the following
properties: The value set {wWgrx,Wrx} {why, wix}
that (W) HstTX||2 = 0 can make
H(WORX) Hsyw ||3 ~ 0; the value set {Wrx,wrx} =
{WEE, wig®} that maximizes (Wwrx)"Hrswrx||2 can
also maximize ||(wrx )" Hsywrx 2.

satisﬁes

Proof. The proof is provided in Appendix [B] O

According to Theorem [3| we can define the reference
channel matrix for generating w2>, RS

and wpy as
HES m = \/A2/ 1) |a (pF) a” (bB),  @3)

where rg is the expected range of the target. Similarly, the
reference channel matrix for generating wn m 1s defined as

BP0 = [0 68 a (56) a7 (85).

where p§ and 7§ are the estimated direction and range of
the user estimated in Section Here, we set rg = fg to
balance the propagation loss of two echo signals The reference
received signal can be expressed with HY RS,n,m and HP, Sn,ms
and is given by

(44)

DS (WS (

HISanPD nmvng+ >

D D5 wDs
HRS,n,m P dnm TX

(45)

Since w2 Vcnmml and WRS = [wh, . wP] are

designed by maximizing the received signals while eliminating

the interference, the criterion to generate w and wp R X =
WD, wh ] can be, respectively, given by
max ||(W ) HISn mWrx|l3
HWTL,MH = 1
rnax H( ) gs.n mvg,{r\iﬂnmlng
n m’
St ( oo )HHISnm_O (47)
||Wn,mH2 = ||m1||2 =1
The derivation of an, wg 5, and wRY is provided in

Appendix [C] The final solutions to them are
Wn m URS n,m [UIDS] 510
UIS n,m [UgS] 17

WTX - VCn ,m [VgS];ﬂl'

wP (48)

n,m

where Ugév n,m and UbN. m are the left singular matri-
ces of HRS nm and HIS roym ;‘Iespectively,DUIS is the
left singular matrix of (URS wom) THES Wiy, and URg

and VP, are the left and right singular matrices of
(UIS n, m)HHRS n mvg,lr\i,m'

Substituting @) into @1) and (38), the received DL com-
munication signals and echo signals are formed completely.
Subsequently, we present the DLD period sensing signal
processing methods.

3) DLD Period Sensing Signal Processing: Since (@8)
are solutions to the problems @6) and @7), according to
Theorem rgs m]l and [r§7 15 are the echo signals from
directions, py and pS, respectively In order to obtain the
ranges and Doppler frequencies of targets from rsi m» the
transmit symbols are removed first, and we obtain hR 51 oy =

i Sn ’mi /dnm and hSQ n,m — [r§i7m]2/d£,§n ACCOI’dlng to
, We have

L—1
[bSlXRXlXTX VP,

hSl n, m— ><e]27rfs 1 1mTS ]27rnAfD7' i

‘|+NSInm7
=0

(49)
PDS

DQTRS +NS2nm’

50
respectively, where K is the number of targets in Dol, ;fg)
and r*% are the Doppler and range of the kth target in
Dol; Xi:a)x,l = (Wﬁm)Ha(pg)Sr,z)’ XZT)X,z = aT(p?Xl)WIQX’
Xg)b;,k = (W3%>H3(Pg,k>’ and x%‘?,k =a (PS k)W%? are
the BF gains. Moreover, Nbplsn o= (wP (g5 ) /dD,,

n,m

5" (RS ) /D5,

K—1 DS DS
iD bskXrX, EXTX k
5'2 n, m—

P ><eg27‘m’LT fdke j2rnAf

and NS2 nym (W
noises.

After MP OFDM symbols at NP subcarriers are transmit-
ted, we obtain echo signal matrices HDls and HZ L5, where
[HSI inm - hSl n m and [HS2 ]" m hSQ n,m:* We can see
that H? St S and H S are also composed of range and Doppler
steering vectors as shown in (23) and (24). Here, we construct
range and Doppler steering vector for DL echo sensing as

D D arD
a, (r)=a, (T;Af N ),

a7 (f)=ay (f; TP, MP).

According to Theorem m we use the noise subspaces of
7 SHRS(HLS)H and 47 AL

S (FIRS) M denoted by UDSY,
DSQ

and U, 7N to construct the range spectrum functions as

are the equlvalent

(G

o (r)

2 (r)

[a? ()] " UL (UDE) Al (1),
[a? (] U2 (Uﬁf&)ﬂaf? (r).
We also use the noise subspaces of (H ST (HES)*
and <5 (AT (ALS)*, denoted by UDfN and Uf??\,, to
construct the Doppler spectrum functions as

RS (f) = [aP ()] URSL (UPK) "aR (1),

FRS(f) = [aP ()] URE (UPR) "k (f).

Then, we can use Algorithm |I| to identify the minimal
points of f5%(r) and f7%(f), and f5° (r) and f7° (f)
as processed in Section [lII-A2| These minimal points are
the estimated range and Doppler results for the targets in
directions p§ and pZ, respectively. Note that Vp, f (p) and

(52)

(53)



H,, (p) in Algorithm |I| are replaced with the 1nverse value,

the first-order and second-order derivatives of f3° (r) and
D3 (r) for range estimation, and those of f S(f) and

f#5% (f) for Doppler estimation, respectively.

The range estimation is denoted by ©L° =
aDS LT .
[P 2llk1=0.. .,Np_ 1, and the Doppler estimation is

denoted by @DS = [fB%/2lki—0.. p _y. The range
and Doppler estlmatlon sets of the targets in direction
pg are denoted by ©5° = [#2°/2]];2—0... np 1 and
oF = [f,gs/2]|k2:0,_“,N£S2_l, respectively, where N,
and N£SQ are the numbers of targets in the corresponding
directions, respectively. Then, we match the decoupled range
and Doppler estimation results according to Theorem [2} The
matching matrices can be constructed as

P e Coima
517 € e N

MZS =([ADS) AR [ADS
MDS=||[ALS] AEF AL

where Aﬂs = [af’ (QT)]\rleeDS ADS = [a? (2fﬂ|fe®Dls,
A% =[aP (2r) lrocens, and ADS [af (2f) ere

The maximal value of the nth row of M,y (M, ¢ can be
MT%S{ or MT%%) e.g., [M;]nm,, indicates the nth point in
the range set matches the m,,th point in the Doppler set. Next,
075, ©F°, 657, and ©FF are rearranged by the matching
result.

IV. DUC JCAS DATA FUSION METHOD

In the consecutive UL and DL time slots, due to the channel
reciprocity, the relative location and Doppler between BS and
the targets, and the UL and DL CSI are treated as unchanged in
the block. This section presents the DUC JCAS fusion method
for sensing data fusion and communication CSI refining based
on this feature.

A. Estimation Feature Acquisition for DUC JCAS

The location of a detected target can be derived, respec-
tively, as

Q = (rsinf cos @, rsinfsin p, rcos )T, (55)

where r and p =
respectively.

In the ULP period, since the LoS path dominates the UL
JCAS channel, we only estimate the range and AoA of the
user, i.e., Ngs = 1. The range and AoA of the user are
obtained as ©Y = [#[]|,_, and P, respectively, and the
location of user is calculated as Q2 as shown in (53). In
the DLD period, the range and AoA results of the targets
in DoU are ©/3° = [%5-], .. yp_ 1 and P, respec-
tlvely, and we calculate the location of the kqth target as
le ; the > range and AoA results of the targets in Dol are
055 =[]y, 0, NP -
koth target is calculated as Q207°.

Choose the location and Doppler as the feature set for
the sensing targets. The feature set for ULP JCAS targets
is YV = {Qg,f£}|k:0, the feature set for ULD JCAS

(0, ) are the estimated range and direction,

1 and p%, and the location of the

targets in DoU is ®P% = {Q5%, f55} 11—, ~NP_ 1, and
the feature set for ULD JCAS targets in DoI is <I>DS =
{QkDQS>fk2 }|k2=0,~~,ND

x,s2

—1-

B. DUC JCAS Sensing Data Fusion Method

Notice that ®V is the sensing result of the user, while
®P9 is the sensing results, including the user and other dumb
targets. Therefore, we can distinguish between the user and
other targets by comparing the points in ®° and ®Y.

We first give a normalized distance measurement be-
tween two estimation feature sets, denoted by ®; =
{Q%1, fr1 k=1, k1 and Py = {Qu2, fro}|k2=1,... k2. The
location and Doppler Euclidean distance matrices between ®4
and ®, are given as Zj,. € RE1*K2 and Z, € RE1XK2 re.
spectively, with [Zioc]yy o = [[€Qk1 — Qu2ll; and [Zy], 0 =

| fxr — fk2||§. Then, we construct the normalized distance
matrix as

Z= Zloc/[zloc]max + Zf/[Zf]max’ (56)
where [Zj,],,,, and [Zy]  are the maximum values of Zj.

and Zy, respectively; and [Z]; ; € [0,2] for all the elements
of Z.

In the high signal-to-noise ratio (SNR) regime, since the
estimation mean square error (MSE) of a target is much
smaller than the square distance between two different targets,
according to the maximum likelihood (ML) criterion, the
point-pair between ®; and ®, with the least distance shall be
matched as the same target [18]]. Therefore, if the minimum
value of the kth row of Z is [Z], ;, then the kth point of &4
matches the /th point of ®.

Replace ®; and 5 with &Y and <I>{7 S5 and then the matched
point is the user, while the rest are the dumb points. The
matched points in @V and ®P* can be treated as independent
estimates of the same parameters. Therefore, the sensing
results of a matched point pair can be fused to generate more
accurate sensing results. The sensing data fusion method can
be developed based on Theorem [

Theorem 4. Two independent estimates of the same target are
denoted by vi = v + Av; and vy = v + Avy, respectively,
where v is the actual value, Avy; and Av, are errors that
follow Gaussian distributions [[15] with 0-mean and variance
E{||Av1]3} = 0% and E{||Avs|3} = o2, respectively. The
fusion sensing result is v = v; + a(ve —vy) (0 < a < 1)
Then, the optlmal «, denoted by o, that m1n1m122eszE{Hv|| }

‘721‘72
oi+o3"

is o*

J%+U§ The minimum of E{||¥|3} is

Proof. The proof is provided in Appendix O

According to Theorem @] we can merge the sensing results,
including range and velocity, based on the estimation MSE
of them. In practical applications, the estimation MSE is
not easy to derive directly, we alternatively use Cramer-Rao
lower bound (CRLB), i.e., the lower bound for estimation
MSE. Moreover, the sensing CRLB is typically inversely
proportional to the sensing SNR in the high SNR regime [[19],
hence we can use the inverse of sensing SNR to replace



sensing CRLB to form a weighted sum of the sensing results
in Theorem [

The sensing SNR can be derived using the eigenvalues
of HCS(HU )H and Hgls(Hgls)H [12]. The eigenvalue
matrices of HCS(HgS) and ngé(Hgf) in descending
order are derived as XU € RN X1 and BB € RN X1,
respectively. Here, we derive the sensing SNR of ®V as an
example. The sensing SNR of the kth point of ®Y is

= ([BY], —6%) /6%, (57)

where 6, is the estimated noise power and is calculated as
the mean value of the last NV — Ng’ . eigenvalues of U, In
this way, all the sensing SNRs of detection points in ®Y and
@{DS can be estimated, and the inverse of sensing SNRs can
be used as the variances in Theorem [4]

According to Theorem ] we summarize the matching and
fusion method in Algorithm 2] and the output fused estimation
set is . Note that the first point in ® is the user. Finally, ®
and ®L° are obtained as the sensing results in a round of
consecutive UL and DL time slots.

C. DUC Communication CSI Fusion Method

BS stores both the UL CSI estimates and DL CSI feedback.
Here, we consider the feedback with no quantization error.
According to (22) and (37), we can see that the UL and DL
estimated CSI can also be treated as independent observation
of the same CSI due to the channel reciprocity. Therefore,
Theorem [ can also be used to refine the estimated CSIL

: D_ |2 U 7D U
Since ||[wRx|;, = HWRXH2 = 1, and d?,, and dY,, are

the preamble symbols with constant modulus 1, we obtain
2

= L and

: U D 2 _
the variance of wy,, ,, and wy,, ., as o7 = -

N
pY
o3 = 73% = ,%D, respectively, where vy and «p are the
SNRs for the ULP and DLP communication received signals,
respectively.

Construct HY, Cs € CN*M and HBg € CN*M? | where
[Hcs}nm = hCSnm and [HEglnm = hCSnm Based
on HY, and HB,, we can use the same SNR estimation
method in to calculate vy and vp from the eigenvalues
of HY(AY¢)" and HE(AR)™, respectively. According

to Theorem [ we can fuse the communication CSI based on
2 _ 1 1

_ 1 2 _ 1
01 = 55 and 05 = S5 as
g % U
hCS n,m hCS’ n,m + + (hCS n,m hCS,n,m)' (58)
01

Next, the demodulated communlcation received symbol is
~. yZ
:L’m _ C:,n,m (59)

VPhEY

where ¢+ = U or D are for UL and DL demodulation,
respectively; Y&, m = (Whx) Y6 m is the received data
signal after BF, and y};nm is given in (§). Based on the ML
criterion, the UL and DL communication data can be decoded
as

d. —dH2, (60)
2

%
d;, ., = argmin
deEOqanm

where ©ga s is the used QAM constellation.

Algorithm 2: DUC JCAS Sensing Data Fusion
Method
Input: The sensing results set ®V and &3,
Output: The fused DUC JCAS estimation set .
Step 1: Count the numbers of points in ®V and ®P*
as K; and Ko, respectively, calculate the normalized
distance matrix between ®V and ®P° by applying
(|3_3|) as Z, and generate a null set P,
Step 2: for k = 1 to K; do
ind; = arg mlin (Z], ;;

Fuse the kth point of ®Y with the ind;th point of
®P9 by applying Theorem EI;
Put the fused results into set P;
end
Step 3: The remaining points in ®2* that are not
matched, are finally put into ®.
return ®.

V. SIMULATION RESULTS

In this section, we present the sensing and communication
performance of the proposed DUC JCAS. For comparison,
we also plot the sensing and communication performance of
the conventional separated UL and DL JCAS, where BS only
senses the environment in a single time slot with an on-grid
sensing scheme [[11]. The simulation parameters are listed as
follows.

The carrier frequency is set to 63 GHz [20], the antenna
interval, d,, is half the wavelength, the sizes of antenna arrays
of BS and the user are P, x Q; = 8 x 8 and P, X @, =
1 x 1, respectively. The subcarrier interval is AfUV = AfP =
A f = 480 kHz, the subcarrier numbers for UL and DL JCAS
are set to NP? = NU = N, = 256, and the bandwidth for
JCAS is B =N_.Af =122.88 MHz. The OFDM symbols used
for UL and DL JCAS are set to be the same, i.e., Mg =
MP = M. The variance of the Gaussian noise is 03, =
kFTB = 4.9177 x 1072 W, where k = 1.38 x 1072% J/K
is the Boltzmann constant, F' = 10 is the noise factor, and
T = 290 K is the standard temperature. The maximum DL
and UL transmit power are PP =27 dBm and P = 20 dBm.
The locations of BS and the user as (50, 4.75, 7) m and (140,
0, 2) m, respectively. The location of the scatterer in DoU is
(132, 4.5, 3) m, and the location of the target in Dol is (120,
20, 7) m. Moreover we set the reflection factors of the targets
are ‘705 = ‘75[3 ; = L. The velocity of the scatterer in Dol is
(—40, 0, 0) km/h, and the velocities of the BS and user are (0,
0, 0) m/s. Note that the above locations and velocities of UE
and scatterers are only used for generating some parameters
in the simulation setup according to Section [[I-D} and they
are unknown to BS. Then, the range, relative velocity, and
location of the UE and targets can be estimated by applying
the proposed DUC JCAS signal processing scheme.

The estimation MSEs of range, velocity, and location are
defined as the mean values of the squared error of all the
estimates, respectively. The velocity is calculated as v = A fd,
where fd is the estimated Doppler of the target, and A is the
wavelength. To measure the sensing performance of estimating
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Fig. 5: The location and radial velocity

all the targets mentioned above, we use the sum of the
estimation MSEs of all the targets in specified directions as
the sensing performance, which is named the sum of MSEs
(SMSE). To simplify the demonstration, we predefine 6 cases,
which are listed as follows:

Case 1: The estimation SMSE of the targets in DoU with
conventional separated DL and UL JCAS in [11].

Case 2: The estimation SMSE of the targets in DoU with
the proposed DUC JCAS.

Case 3: The estimation SMSE of the targets in Dol with
conventional separated DL and UL JCAS in [T1].

Case 4: The estimation SMSE of the targets in Dol with
the proposed DUC JCAS.

Case 5: The estimation SMSE of all the targets with
conventional separated DL and UL JCAS in [11].
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(b) Radial velocity estimation SMSEs of cases 3 and 4.

estimation SMSEs of cases 3 and 4.

Case 6: The estimation SMSE of all the targets with the
proposed DUC JCAS.

A. Sensing Performance

Figs. (a)] and [4(b)] present the location and radial velocity
estimation SMSEs of cases 1 and 2. As PtD increases, the
sensing SNR in DoU increases, which leads to the decrease in
the location and velocity estimation SMSEs of cases 1 and 2.
Given the same M, and QAM order, we see that the location
and velocity estimation SMSEs of case 2 are lower than those
of case 1 since the proposed DUC JCAS fuses the DL and
UL off-grid super-resolution estimation results to enhance the
sensing accuracy. Given M, = 64, the higher QAM order leads
to higher SMSEs for both cases 1 and 2. This is because the
higher QAM order causes larger equivalent noise as shown
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Fig. 6: The location and radial velocity estimation SMSEs of cases 5 and 6 under different QAM orders and M.

in @9) and (30). Given the same QAM order, the estimation
SMSEs of case 2 under the larger M become smaller, because
more OFDM symbols result in more energy for sensing as

shown in (T4) and (52).

Figs. ()] and [5(b)| show the location and radial velocity
estimation SMSEs of cases 3 and 4. The increase of P/
leads to the decrease of PtD S as shown in (EI), and hence the
sensing SNR in Dol decreases, thereby increasing the SMSEs
of location and velocity estimations for cases 3 and 4. Given
the same M, the SMSEs of case 4 is lower than case 3,
benefiting from the off-grid super-resolution estimation ability
of DUC JCAS. Moreover, the SMSEs decrease with the growth
of M for case 4 as more energy is accumulated for sensing
when more OFDM symbols are used.

Figs. [6(a) and [6(b)] show the location and velocity estimation
SMSEs of cases 5 and 6 under different QAM orders and M.
The estimation SMSEs of cases 5 and 6 are the sum of cases
1 and 3, and the sum of cases 2 and 4, respectively. Therefore,
as PtD increases, the location and velocity estimation SMSEs
decrease at first, then increase to a large value when PtD s
becomes too small. Given the same QAM order and M, the
SMSEs of case 6 are about 20 dB lower than those of case
5 because the proposed DUC JCAS can fuse the DL and UL
off-grid super-resolution estimation results to enhance sensing
performance. Given the same QAM order, the increase of M,
leads to a decrease in estimation SMSEs. This is because the
aggregate energy used for sensing increases as M increases.
The increase of M, makes the velocity estimation SMSE
decrease by more percent than the location estimation SMSE.
Specifically, the required P to achieve the same location
estimation SMSE is about 2 dBm lower for case 6 with M,
= 128 than that with M, = 64, while the decrease of required
PP is about 3 dBm to achieve the same velocity estimation
SMSE. This is because the increase of M directly increases
the length of symbol time, which leads to the higher Doppler

accuracy.

B. Communication Performance

In our proposed DUC JACS schemes, BS and UE demod-
ulate the communication data with the refined CSI, izggmm,
as shown in (38). By comparison, the conventional separated
DL and UL JCAS system uses the CSI estimated in one DLP
or ULP frames, i.e., 22) or (37), to demodulate the commu-
nication data. In this subsection, we simulate communications
using these two schemes, respectively. The number of trails
for generating each result is N;. = 10%.

Fig. [7| shows BERs of the proposed DUC JCAS and the
conventional separated DL and UL communication under 4-
QAM and 16-QAM. As PP increases, BER decreases. Given
the same QAM order, the BER of the proposed DUC JCAS
is lower than that of the conventional communication scheme.
This is because DUC JCAS can fuse the estimated CSI in
ULP and DLP periods to generate a more accurate CSI.
Particularly, the BER gap between these two schemes with 16-
QAM modulation is larger than that with 4-QAM modulation,
because the higher QAM order is more sensitive to CSI
estimation errors, leading to the larger BER gap.

VI. CONCLUSION

In this paper, we propose a DUC JCAS scheme and
corresponding DUC JCAS signal processing scheme, which
includes a unified UL and DL JCAS sensing scheme and a
DUC JCAS fusion method. The unified UL and DL JCAS
sensing scheme can achieve off-grid super-resolution estima-
tion for AoA, range, and Doppler with a MUSIC-based sensing
processing module. By leveraging the correlation between
UL and DL JCAS channels, the DUC JCAS fusion method
can distinguish between the sensing results of the user and
other dumb scatterers, improving the sensing accuracy. By
exploiting the channel reciprocity in the consecutive UL and
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Fig. 7: The BERs of the proposed DUC JCAS and the
conventional separated DL and UL communication, under 4-
QAM and 16-QAM.

DL timeslots, the DUC JCAS signal processing scheme can
refine the estimated CSI and achieves higher communication
reliability.

APPENDIX A
PROOF OF THEOREM

We note that A, and Af are composed of exponential
functions, i.e., e~2™Af 2 and 727 Tsfi We can obtain that
the maximum value of |[a, (r)]”" A;Ss(Ar) [as (f)]"]2
is  N.M,, which is located at (r=rm,f=7f),
l=0,1,--- L — 1. Further, since S is a diagonal matrix
with diagonal elements indfg)endent of A and Af, when
(r=rif=f)  lar ()7 ASs(An) [ay (P can
achieve the local maximum.

APPENDIX B
PROOF OF THEOREM 3]

According to the feature of mono-static active sensing, for
Hgy, only when pg € @ BS receives observable echo
signals. Otherwise, (WRX) Hsywrx ~0 . When pg =
Psi € O, there is also ps ¢ {pg7k}|k:07,,,

J—1,k+1, ,K—1>
we hence have
(WRX)HHSUWTX% bs i (WRrx )Ha(Ps,fc)aT (PS,E)WTX,
(61)

where bg 1 is a complex value. Besides, according to (#2)), we
have

al(ps)wrx, (62)

where by is a complex value. By comparing (61) with (62),
we have

(WRX)HHRSWTX = bO(WRX)Ha(pS)

(Wrx ) Hpswrx = ko(wrx ) Hspwrx, (63)

where kg is a complex value. Specially, when pg ¢ O, kg ~ 0.
Based on (63), we obtain the conclusions in Theorem [3]

APPENDIX C
DERIVATION OF (#6) AND

From the constraints of the problems @6) and 7)), we
can conclude that W,L m and wﬁ S are in the nullspaces of
HRS,WU and HIS,n,m’ respectively. By applying SVD to
HEY S.n,m and H?Sm,m, we can obtain the nullspace bases from
the left singular matrices of HE¢ and HY; . denoted

by UR S n,m and UPHN ., respectively. Then, we obtain

WT?,m URS n,m M2, (64)
DS DN
Wn,m = UIS n,mm?n
where |ms|2 = ||m3/|2 = 1. By substituting (64) into the

problems (@6) and (@7), we obtain

Hgnaéx H(m2) (UDS n m) HISn mW%X”%

, (65)
s.t. [Jms|5 =1,
and
max H (m3) (UIS n, m) HRS n, 777Vg,]7\L[,7n,m1 ||%
m3,m; ) (66)
st |lmy |3 = [[mg|f; =1,
By apply;[ng SVD g(l\/' (URS n, m)HHIS n, mWZQX and
(UIS n, m) HRS n rnVC,n,m’ we Obtaln
(URS n m)HHIS n, mwTX - U 2:IS (VIS) ) (67)
(UIS n nL)HHgS,n,mVC n,m — UgSEI[?)S (VIIQJS)H7 (68)

where X5 and $8 are the real-value diagonal matrices with
s1ngular values sorted in the descending order, UY;, V£,
UZLg, and VE are the corresponding right and left singular
matrices, respectively, and they are all unitary orthogonal
matrices. Therefore, the solutions to (63) and (66) are

ma = I:UIDS]:717 ms = [Ugs]:J’ my = [Vgs]:,l (69)
By applying (69) into @0) and (64), we finally obtain (@g).

APPENDIX D
PROOF OF THEOREM [4]

Since v = (1 — a)vy 4+ ava, we obtain the problem

ming = (1 — )20} + %03
« (70)
st.0<a<1.
As gg > 0, the problem is convex. By solving 6—5 =0, we

obtain the optimal value of a as o™ =

2 +U§ By substituting
9102
0'%-‘1—(7% :

*

into (70), the minimum variance is
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