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Abstract—Probability estimation models play an important
role in various fields, such as weather forecasting, recommen-
dation systems, and sports analysis. Among several models
estimating probabilities, it is difficult to evaluate which model
gives reliable probabilities since the ground-truth probabilities
are not available. The win probability estimation model for
esports, which calculates the win probability under a certain
game state, is also one of the fields being actively studied in
probability estimation. However, most of the previous works
evaluated their models using accuracy, a metric that only can
measure the performance of discrimination. In this work, we
firstly investigate the Brier score and the Expected Calibration
Error (ECFE) as a replacement of accuracy used as a performance
evaluation metric for win probability estimation models in esports
field. Based on the analysis, we propose a novel metric called
Balance score which is a simple yet effective metric in terms
of six good properties that probability estimation metric should
have. Under the general condition, we also found that the Balance
score can be an effective approximation of the true expected
calibration error which has been imperfectly approximated by
ECE using the binning technique. Extensive evaluations using
simulation studies and real game snapshot data demonstrate the
promising potential to adopt the proposed metric not only for
the win probability estimation model for esports but also for
evaluating general probability estimation models.

Index Terms—Probability Estimation, Calibration, ZC F, Bal-
ance Score

I. INTRODUCTION

Probability estimation problem is already an important issue
in various fields, such as weather forecasting [1[], recommen-
dation systems [2]], and sports analysis [3]], [4]. Since reliable
probability in such fields brings great benefits to our life [5],
various models have been proposed to estimate the reliable
probability. However, unlike classification problems with true
labels, the probability estimation problem is more difficult to
evaluate because there is no ground-truth p label [6]]. It is thus
increasingly important to select a metric carefully to measure
the performance of probability estimation models adequately.
As an option of the probability estimation evaluation metric,
several works have been done to develop metrics such as the
Brier score [[7] and the Expected Calibration Error (ECFE) [8§]]
which are proposed to measure the calibration performance of
models instead of accuracy.

Recently with the rapid market growth of esports, research
to apply the win probability estimation model to the esports
field is also being actively conducted [9], [10]. Among the
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esports genres, the multiplayer online battle arena (MOBA)
genre is one of the main targets to apply the win proba-
bility estimation model based on its high market share in
the esports field and also easily accessible data to train the
models [[10]. To the best of our knowledge, however, most
of the previous works on the MOBA genre are still using
accuracy as a metric in the evaluation of their probability
estimation models. Unfortunately in the esports field, using
accuracy as an evaluation metric can be more unstable since
the datasets in esports have a huge diversity [9]] in terms of
operating conditions (the distribution of ground-truth p) which
the probability estimation model works with. In classic sports,
the aspect of the game does not differ significantly depending
on the point of view of the game. However in MOBA, the
aspect of the game is very different at each point of the game,
as the stats of the characters played by each human player
change dynamically within the game. This makes the operating
condition of datasets completely distinct at each time point. In
addition, repeated updates by game companies make another
diversity to the operating condition of datasets by changing
the dynamics of the game. It is concluded that research on the
win probability estimation model using esports data are being
conducted on very different datasets without a fixed dataset.
These circumstances make that the suggested model cannot
guarantee performance in other cases.

In this work, we provide a detailed analysis of three
candidate metrics that can be employed to evaluate probability
estimation models for esports data. Based on the analysis of
candidate metrics, we propose a simple yet effective evaluation
metric called Balance score that can address the shortcomings
identified in other metrics. Extensive evaluation using simula-
tion studies and real game snapshot data verifies the benefits
of the proposed metric and opens up possibilities to be utilized
in general probability estimation model.

II. RELATED WORKS & PROPOSED METRIC
A. Overview

Most previous studies on win probability estimation models
in esports use accuracy as an evaluation metric [9]], [10].
However, accuracy is a metric that only measures the discrim-
ination performance of the model, so it does not guarantee
the performance of the model on estimating the exact win
probability [8]. Also, in general classification tasks such as



Fig. 1. Problem of using accuracy as a measure of probability estimation models in esports. Compare to the image classification task which only ask for the
label, even the optimal model may not be able to estimate the result of the match due to the uncertainty of the game snapshot data itself.

image classification, training is carried out assuming that the
optimal model will show optimal performance (e.g., 100%).
However, in the game snapshot data problem, it can be seen
that even the optimal model cannot achieve 100% accuracy
due to the uncertainty of the game snapshot data itself as
shown in Fig. [Tl Compare to the evaluation of a classification
problem that can be measured with a given ground-truth label,
proper evaluation of the probability estimation model is more
challenging because the ground-truth probability is unknown.

Recently in fields other than esports, two representative
works namely, the Brier score [7] and the Expected Calibration
Error (ECFE) [8] are proposed to measure the calibration per-
formance of models instead of accuracy. Calibration refers to
the statistical consistency between the estimated probabilities
and the true results. Unlike accuracy, measuring the calibration
performance thus can reflect the estimated probability values.

In this section, we firstly formulate win probability estima-
tion problem in the esports field. Subsequently, we introduce
two representative metrics for calibration performance mea-
sures based on their definitions, advantages, and disadvantages.
Finally, we propose a novel metric called Balance score
motivated by two metrics.

B. Problem Formulation

Assume the game snapshot dataset consists of feature vec-

tors ;,1 < i < n, and their corresponding results y; €
{0,1}. For n game snapshots, each feature vector can consist
of several scalar information at the time (e.g., earned gold,
earned experience points) depending on the game to measure.
Following, the ‘0’ and ‘1’ for the result y; respectively refers
to the ‘lose’ and ‘win’ at the end of the game.

Given a win probability estimation model, the model pre-
dicts the win probability p; of each snapshot x;. Noting
that the real win probability p; of the snapshot is unknown.
The purpose of the evaluation metric for the win probability

estimation model is thus to adequately evaluate the model’s
predicted output p of each game snapshot.

C. Brier Score

Scoring function is a set of rules that involves computation
between the estimated probability and the actual outcome.
Scoring function can be used to evaluate the estimated proba-
bilities and encourage models to estimate ‘good’ probabilities
by providing the appropriate score [11]. For each snapshot x;,
only p,; and y; are used as input of scoring function since p; is
unknown. The Brier score is one of the representative scoring
rules which has been normally used to evaluate the probability
estimation models. The Brier score can be represented with its
scoring function f,.(-) and expectation as follows:

1 n
Bri = — T Aia i)y 1
rier score . ; Sor (Disyi) (D
where
For(Bis vi) = B — yi)*. 2

Equation (I) can be decomposed again into two terms as
follows [[12]:

1 1

Brier score = - Z(ﬁi —y)(2p; — 1)+ - Zp}(l - Pi)-
i=1 i=1

3)

In equation (@), the left term falls into O in expectation under
the perfect calibration while the right term related to the
sharpness, the concentration of the predictive distribution [|13]].
This means that the Brier score simultaneously addresses
the calibration performance and the sharpness of probability
estimation. Also, the Brier score is one of the strictly proper
scoring rules [14] which have the characteristic that estimating
P; to p; is the only optimal strategy for the expected score. In



general, the expected score of a model under a certain scoring
function can be calculated as:

1 1
Enmodel[score] = /O /0 - £(p.1) + (1—p) - £(5,0)

X Pmodel (ﬁ|p)dﬁﬂ'(p)dp

where f(p,y), m(p) and Py, .qe1(P|p) respectively denotes the
scoring function, the distribution of the ground-truth p on
target dataset, and the conditional probability of p under p
of the model.

An optimal model which always gets p, = p; can also be
evaluated in terms of the Brier score. Assume a situation where
the optimal model gets scores with uniform distribution of the
ground-truth p(i.e., 7(p) =1 for 0 < p < 1, 7(p) = 0 other-
wise). In the case of esports, it can be seen as an example of
win probability estimation in the middle of a match where the
win probability is likely to be uniformly distributed rather than
concentrated. In such conditions, optimal expected scores of
accuracy (which also can be represented as a scoring function)
and the Brier score can be calculated as 0.75 (75%) and 0.166
respectively, according to the equation (@). Since the operating
condition of a specific dataset is unknown in real cases, the
optimal score which can be the target is also unknown. It
means that the low Brier score reported in previous studies
cannot guarantee general performance. Instead, the score can
only be used as a relative measure of multiple models for a
single fixed dataset that shares an operating condition. This
limitation of the Brier score can be a major drawback to its
adoption as a metric in the field of esports which does not
have a fixed dataset and the operating condition varies widely
each time.

“4)

D. Expected Calibration Error

In recent studies, several approaches such as the reliability
diagram [15[], Expected Calibration Error (ECE), and Max-
imum Calibration Error (M CE) [8] have been proposed to
measure the calibration performance of a model. Among these
metrics, EC'E is frequently used because it can reasonably
express the calibration performance of the model with a single
scalar value. The perfect calibration from the model can be
expressed as follows:

Prob(Y =1|P =p) = p,¥p € [0,1]. (5)

Then, the model’s true expected calibration error is represented
as follows:

True ECE = E[|Prob(Y = 1|P = p) — p|]. (6)

P
To approximate the true expected calibration error, Guo et
al. [16] suggested dividing the set of p; with [0, 1] probability

interval into M equally spaced bins. EC'E value is calculated
based on the errors from these bins as follows:

M |B | B
ECE =) " y(Bm) — p(Bm)l. (7)
m=1

where B,, denotes the set of indices of predictions belonging
to m-th bin, 7(B,,) denotes the proportion of the true results

of predictions in m-th bin, and p(B,,) denotes the average
of probability predictions in m-th bin. Noting here the term
‘ECE’ refers to the approximation of the true expected cali-
bration error (True ECE) by equation (/) hereafter. Compare to
accuracy and the Brier score, an optimal model which always
predicts p; as p; can get 0 EC'E value. Knowing the optimal
value has the advantage that the model experimenter can check
whether the model approaches perfect calibration by tracking
the EC'E value of the model [16].

However, EC'E has some limitations. First of all, there is
no criterion for determining how many bins to divide. To get
a precise approximation of the true expected calibration error,
a larger M would be better. However, if M is increased, the
number of p; in each bin decreases which results in a large
bias in the EC'E value [17]]. If the calibration performance
of several models on one dataset is compared, the order of
the calibration performance of the models can be changed
as the M value is changed. Also, due to the nature of the
calibration metric which divides bins and collects predictions
to calculate values, only evaluations on the entire dataset are
possible. Based on these observations, we propose a scoring
function based metric called Balance score which addresses
the shortcomings of existing metrics and takes only their
advantages.

E. Balance Score

The Balance score is a score with gain and loss strategy,
which pursues the balance of the score. If model predicts
the true observation y; based on p;, it gains a score and if
it predicts incorrectly, it loses a score. For each a; which
is difficult to predict the result correctly (e.g., p in 40% ~
60%), a large score is gained if the predicted result is correct,
and a small score is lost if the predicted result is incorrect.
Conversely, when x; is easy to predict the result correctly
(e.g., p close to 0% or 100%), a small score is gained if
the predicted result is correct, and a large score is lost if the
predicted result is incorrect. The Balance score with its scoring
function fp,(-) can be defined as follows:

1—p;, if p; >0.5and y; =1
N [51', if pAl < 0.5 and Yi = 0
Joa(Pis yi) = . o , (8
—Di, if p; >0.5and y; =0
“14p;, ifpi<05andy; =1
Bal = 1 - o . 9
alance score = - Zfba(pq,,yz). 9)

i=1
To give new properties of the Balance score, let G(p) be the
pointwise expected score when model predicts p as p. Then

the model can get O score by maintaining the total score to be
balanced as follows:

G(p) = pfoa(p, 1) + (1 = p) foa(p,0)

10
=0 for Vp € [0,1]. (10

Also, when p is estimated to be a different value, the balance
is broken in proportion to the difference between p and the



estimated value. More generally, let g(g; p) be the pointwise
expected score function when model predicts ¢ under the
ground-truth probability p. Then G(p) = g(p;p) holds. Also,
the following expression holds:

(1)

Equation (TI) simply shows that model gets O score only
if model estimates p under p, and the balance is broken
in proportion to the difference. The Balance score is not
following the proper scoring rule suggested in [14]] because
it is a new scoring rule with gain and loss. However, the
Balance score still shares the concept of a proper scoring rule
that estimating p as p is the optimal strategy for the expected
score.

An expected score of the Balance score can also be cal-
culated with equation (@). Same with the ECFE, the optimal
model also can get 0 value according to equation (I0) regard-
less of the operating condition. This means that the optimal
Balance score can be the target of models to be trained.
Moreover, recent machine learning models suffer mainly from
overconfidence or underconfidence in terms of probability
estimation [16]]. According to the tendency of the model, if
a extreme prediction p; close to 0 or 1 is given compared
to the actual p;, it is called overconfident, and if it is given a
mild value, it is called underconfident. Assume a situation with
Prob(Y = 1|P = p) = q,. If a model has an overconfident
property, p is placed in 0.5 < p < ¢, for 0.5 < p and
gp < p < 0.5 for p < 0.5. Then true expected calibration
error is approximated as:

lg(q; )| = lq — p| for Vg, p € [0,1].

True ECE = E[|Prob(Y =1|P = p) — p|]

P

= Ellg —pll
P

= E [p*Qp]Jr ]EA[Q;U*p]
P<0.5 0.5<P

= E [—g(gip)]+ E [-9(gp;p)]
P<0.5 0.5<P

= —Elg(ap;p)]

P
~ —Balance score.
Conversely, if model has an underconfident property,

True ECE ~ Balance score. This means that the Balance
score is another approximation of true expected calibration
error under general condition, but without binning technique.
To conclude, Table [I| summarizes whether the metrics have
good properties as probability estimation metric.

III. EMPIRICAL RESULTS

In this section, we evaluate the proposed evaluation metric
using simulation studies and real game snapshot data. Under
the first case study, we evaluate the expected accuracy, Brier
score, EC'E, and Balance score obtained from the optimal
model under various beta distributions. The expected scores
obtained from the logistic regression model under real game
snapshot datasets at different time points are also evaluated to
show the limitations of accuracy and the Brier score. In the

second case study, we compare two calibration based metrics
(ECE, Balance score) in detail.

A. Case Study I: Limitations of accuracy and Brier score

In equation (@), an analytical method to calculate the
expected score of a model under a specific operating condition
and a specific scoring function was presented. Assume a
situation in which a model was scored on a dataset following
a specific distribution. This is done by repeating the situation
where p, is firstly generated following a specific distribution,
ys« 1s determined according to the value of p,, and assume the
model estimates it to p,. Since each p, exists between [0,1]
and the conditions of the two competing teams are the same,
the win probability distribution of the game snapshot dataset
can be considered to follow a symmetric beta distribution
with an average win probability of 0.5 (50%). The win
probability distribution of the game state snapshot dataset is
very different depending on the state of the game. At the
beginning of the game, the odds of the two competing teams
are not significantly different, so the win probabilities will
be concentrated near 50%. As time goes by, the tail of the
distribution will become thicker, and the distribution of the
win probability will lean to both extreme sides after the middle
of the game. This situation can be simulated by adjusting the
« and the § parameters of the beta distribution.

As a simulation study, The upper row of the Table [II| sum-
marizes expected accuracy, Brier score, FC'E, and Balance
score of the optimal model on dataset with the distribution
of probabilities following Beta(0.5,0.5), Beta(1,1), and
Beta(2,2). By generating 100,000 synthetic data p, following
each distribution, the score can be calculated according to the
simulation method which becomes the approximation of the
equation (@). The number of bin M for ECFE is set to 10 and
subsequently calculated by collecting pairs of (Py, yx).

As shown in the upper row of the Table the optimal
model cannot achieve 100% accuracy, and the optimal accu-
racy value varies greatly depending on the distribution, from
68.92% to 81.88%. Similar to the accuracy, the Brier score
also differs greatly depending on the distribution (0.1995 to
0.1241). Also, the true p and the true distribution of p of actual
dataset are unknown as mentioned in the previous section.
Therefore, the result of achieving a certain accuracy and Brier
score in a certain dataset cannot be a general performance.
Since the true ECE of the optimal model is 0, both the
ECE and the Balance score properly approximate them to
0 regardless of the distribution of p,. Noting that the error of
ECE is slightly larger than the Balance score due to the bias
caused by the binning process.

For the experiment of real game snapshot data, the game
snapshot data from the “League of Legends”, one of the
popular MOBA games is collected through the Riot Games
public API [[18]] and evaluated. We collected datasets at three
different time points which are expected to follow the three
distributions assumed in the simulation study. The feature
vector x, for each snapshot data is generated by taking 14
indicators that affect the winning of the match (the gold



TABLE I
A SUMMARY OF THE CANDIDATE METRICS FOR EVALUATING PROBABILITY ESTIMATION MODELS.

Properties Accuracy  Brier score ECE  Balance score
Correctly estimating p is its optimal strategy O O @) @)
Can evaluate a single estimation O O X O
The optimal value is given X X O O
Can be an absolute measure X X 9 O
Do not have hyperparameter O O X O
Is a calibration measure X O O O
TABLE 11

difference for each role player (5), the experience difference
for each role player (5), the number of killed dragons for
each team (2), and the number of destroyed towers for each
team (2) similar to that in [[19]. Following our problem
formulation, their corresponding results y, are also recorded
as the true labels. For each time point, 100,000 matches were
taken and vectorized, while 60,000 matches were allocated
as a training set and the remaining 40,000 matches were
allocated as a testset. The lower row of the Table [l shows
the results calculated by each metric after the learning with a
logistic regression model that naturally derives probabilities.
The distribution of p derived by the logistic regression model
trained with the dataset for each time period is shown in Fig.[2]
As shown in the figure, the game snapshots at 5, 10, and 15
minutes respectively resemble the distributions of Beta(2,2),
Beta(1,1), and Beta(0.5,0.5).
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0
0.00 0.25 0.50 0.75 1.00
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0.2

0.0
0.0 0.5 1.0 0.0 0.5 1.0
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0.0
0.0 0.5 1.0 0.0 0.5 1.0

p ~ Beta(0.5, 0.5) p ~ LR model (15 min)

Fig. 2. Three plots in left side respectively refers to the plot of p obtained from
the generated beta distributions Beta(2, 2), Beta(1, 1), and Beta(0.5,0.5).
Distributions of p derived by the logistic regression model trained with the
real game snapshot datasets at 5, 10, and 15 minutes are also plotted on the
right side.

EXPECTED SCORES OBTAINED FROM THE OPTIMAL MODEL (UNDER BETA
DISTRIBUTIONS) AND THE LOGISTIC REGRESSION MODEL (FOR EACH
TIME POINT).

Distributions & Time points | Accuracy Brier ECE  Balance
Beta(0.5,0.5) 81.88%  0.1241  0.0019  0.0000
Beta(1,1) 75.01%  0.1666  0.0017  -0.0004
Beta(2,2) 68.92%  0.1995 0.0031  0.0013

15 min 79.84%  0.1385  0.0078  -0.0039

10 min 73.55%  0.1755  0.0068  -0.0016

5 min 65.56%  0.2159  0.0058  0.0043

Consider the distributions of p from the trained model are
similar to the assumed distributions of p and the scores from
the trained model are similar to the optimal model’s score.
Based on the results in the Table the trained logistic
regression model can be considered a pretty nice model.
However, the low accuracy of 65.56% can be considered
that the model’s discrimination power is insufficient. In a
similar manner, the high Brier score of 0.2159 may seem
insufficient to use the logistic regression model as a probability
estimation model. For this gap between the understandings
of the model’s performance, it would be right to understand
that the performance is limited by the uncertainty of the data
rather than conclude that the logistic regression model does not
have sufficient capacity or that there is a learning problem.
However, since the distribution of true p is unknown and
subjective, comparing the performance with that of the optimal
score on the assumed distribution is also not reasonable.
Instead, the ECE or the Balance score has a chance to be
an absolute measure of the model’s performance which also
measures the calibration performance of the model. Since we
know that the optimal value of both metrics is 0, we can
directly understand the performance of the logistic regression
model itself and thus can target to update the model targeting
the values to be 0.

B. Case Study II: Comparison between ECE and Balance
score

ECE, one of the best choices for approximating the true
ECE, involves a binning process (see equation (7)). The
binning hyperparameter M should be increased to make the
approximation more accurate, but the bias occurs because the
number of p, in each bin decreases.



To illustrate limitations of a binning process for perfor-
mance evaluation task, we assume two synthetic models with
some degree of overconfident tendency. These models tend
to overestimate for each true p. When the tendency is 0.1,
the degree is about 1/10 of the model that is completely
overconfident and estimates O or 1 for all p. For example, the
model estimates 0.9%0.640.1x1 = 0.64 for true p of 0.6, and
0.9% 0.2+ 0.1%0 = 0.18 for true p of 0.2. Fig. 3] shows the
resultant EC'E values along the increasing M from 5 to 100
with 10,000 (px, y«) pairs obtained from the synthetic models
with a tendency of 0.1 and 0.11. The corresponding 10,000
true p, are generated from the uniform distribution. Since the
true ECE of the model with tendency 0.1 is smaller than the
model with tendency 0.11, it is clear that the FCE value
also should be smaller. However, depending on the selection
of M, ECFE of the model with a tendency of 0.11 can be
smaller than the model with a tendency of 0.1 as shown in
the crossing points of blue and red lines in Fig. [3] This shows
that the order of the models’ performance can be changed by
the subjective choice of the experimenter regardless of their
actual performance. Instead, the Balance score can be an exact
measure for the performance evaluation of the model without
any hyperparameter.
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—e— ECE (tendency = 0.10)

0.0425 = —. Balance (tendency = 0.11)
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M (# of bins)

Fig. 3. ECE values with increasing binning number M and the absolute
Balance score of two overconfident models. Red lines with circle markers and
asterisk markers respectively refers to the EC'E of the model with 0.1 and
0.11 tendency. Blue dashed line and dash-dotted line respectively refers to the
absolute Balance score of the model with 0.1 and 0.11 tendency.

In addition, the Balance score also requires much fewer
data to estimate the true ECE based on pointwise calculation.
When the distribution of p, is uniform, the analytic solution
of the true ECE for an overconfident model with a tendency
of 0.1 can be calculated to 0.025 following the equation (6).
Fig. [ shows the ECE (M = 10) and the Balance score of the
model along the increment of utilized synthetic data size from
50 to 1000. Compare to the ECE which needs more than
500 sample data to approximate the true ECE, the Balance
score can approach the true ECE value with much fewer data.
Note that the pointwise calculation of the Balance score also

resulted in the computational efficiency compared to the EC'E
calculation. Based on the observations, the Balance score
without a subjective binning process shows several advantages
over the FCE in terms of evaluation metric.
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Fig. 4. ECE and the absolute Balance score of overconfident model with
0.1 tendency over the increasing data size. The red line with asterisk markers
and the blue line with circle markers respectively refers to £ZC'E and Balance
score while the green dashed line denotes the analytic true ECE value of the
evaluated model.

IV. CONCLUSION

In this work, we have investigated how to adequately evalu-
ate probability estimation models via esports’ win probability
estimation model. Through the theoretical analysis and exper-
iments, we found that a novel metric called Balance score,
motivated by the Brier score and EC'E, takes the advantages
of existing metrics and also solves their shortcomings. Also,
under machine learning models’ general condition, we found
that the Balance score can be an effective approximation of
the true expected calibration error.

In future works, we expect to develop a model that provides
more reliable probabilities for esports’ win probability with the
help of proper evaluation by the Balance score. Additionally,
we will investigate favorable effects of replacing FCFE in
various calibration-involved areas such as calibrated model
learning and post-processing calibration methods.
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