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Uncertainty-boosted
Robust Video Activity Anticipation
Zhaobo Qi, Shuhui Wang, Member, IEEE , Weigang Zhang, Member, IEEE

and Qingming Huang, Fellow, IEEE

Abstract—Video activity anticipation aims to predict what will happen in the future, embracing a broad application prospect ranging
from robot vision and autonomous driving. Despite the recent progress, the data uncertainty issue, reflected as the content evolution
process and dynamic correlation in event labels, has been somehow ignored. This reduces the model generalization ability and deep
understanding on video content, leading to serious error accumulation and degraded performance. In this paper, we address the
uncertainty learning problem and propose an uncertainty-boosted robust video activity anticipation framework, which generates
uncertainty values to indicate the credibility of the anticipation results. The uncertainty value is used to derive a temperature parameter
in the softmax function to modulate the predicted target activity distribution. To guarantee the distribution adjustment, we construct a
reasonable target activity label representation by incorporating the activity evolution from the temporal class correlation and the
semantic relationship. Moreover, we quantify the uncertainty into relative values by comparing the uncertainty among sample pairs and
their temporal-lengths. This relative strategy provides a more accessible way in uncertainty modeling than quantifying the absolute
uncertainty values on the whole dataset. Experiments on multiple backbones and benchmarks show our framework achieves promising
performance and better robustness/interpretability. Source codes are available at https://github.com/qzhb/UbRV2A.

Index Terms—Video Activity Anticipation, Data Uncertainty, Relative Uncertainty Learning, Robustness.

✦

1 INTRODUCTION

The intelligent video analytics has been rapidly devel-
oped, and benefits applications such as human-robot inter-
action and autonomous driving [1]. Among various types of
video analytic tasks, video activity anticipation [2] receives
increasing attention in the research community, which aims
to predict what will happen in the future by anticipating
the activity categories. Following [3], recent advances on
this challenging task are roughly divided into generative
families that perform target activity classification on the an-
ticipated features [4], [5], [6], [7], [8], [9], and non-generative
families that directly generate anticipation results based on
the observed features [10], [11], [12], [13], [14]. Despite the
promising performance, most work directly produces the
anticipation output without any evidence support, leading
to serious consequences such as unpredictable model be-
havior and low interpretability. Towards better robustness
and trustability [15], [16], [17], the anticipation model is
expected to produce the correct output with low uncertainty
and erroneous outputs with high uncertainty, providing us
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with decision support and avoiding potential risks.
The key to achieving this goal is to model and man-

age the uncertainty within the video data and anticipation
model. There are multiple potential sources of uncertainty
involved in the three critical stages from the raw video data
inputs recording the scenarios to the anticipation outputs
generated by deep neural networks (DNNs), namely, the
data acquisition process, the design and training of a DNN,
and the inference of the DNN. Consequently, uncertainty in
video anticipation output stems aleatorily and epistemically,
a.k.a data and model uncertainty [18], [19]. The former indi-
cates the inherent property of video data introduced during
the data collection and annotation process, which cannot be
eliminated even with increased data size. The latter, encap-
sulated in model parameters, encompasses the insufficient
capability of model structure, training data coverage, errors
in the training process, or other similar phenomena.

An intuitive countermeasure to alleviate uncertainty is
to jointly model aleatoric and epistemic ones [17]. However,
as discussed in [17], [20], in the big data application context,
the performance depends largely on the influence of data
uncertainty, while the contribution of model uncertainty
appears to be negligible, i.e., one can reduce model uncer-
tainty with small effort using well-established techniques
like Monte Carlo Dropout [16], [17], [21]. The reason can
be explained from two aspects. First, the assumptions on
the hypothesis space (or model family) of deep learning
models are large enough to capture fundamental facts from
data [22], [23]. In particular, deep visual foundation mod-
els with billions of parameters exhibit high representation
and anticipation ability, expressing the hypothesis space
powerfully. Consequently, the model uncertainty becomes
less significant when we impose weak assumptions on
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model structure and parameters, and it can be mitigated
by simply enlarging the training data size. Second, the
data uncertainty that contributes into the learning process
of DNNs can compensate for model uncertainty when the
two are modeled independently [17], [20]. For instance,
the data uncertainty and model uncertainty lead to similar
a ranking of pixel-wise prediction confidence in semantic
segmentation and depth estimation tasks [17]. This indicates
that there exists a certain level of equivalence between data
uncertainty and model uncertainty, where similar relation
can be found from classical machine learning theories such
as the Reproductive Kernel Hilbert Space (RKHS) [24] that
connects the data distribution and model parameters for
constructing the kernelized models. Therefore, it is rea-
sonable to prioritize the data uncertainty under real-world
scenarios with large-scale data, to gain insight into special
datasets and tasks towards improved model robustness.

In the video activity anticipation task, diverse factors
are involved to yield data uncertainty. For example, videos
in the widely used EPIC-KITCHENS-55 dataset [25] are
recorded by 32 individuals in 32 kitchens using adjustable
head-mounted GoPro. In this process, the perspective of
data recording and the status of actors bring about large
data uncertainty in content expression. Then, each volunteer
is asked to narrate the activities carried out, and the Amazon
Mechanical Turk is used to employ ordinary users to further
annotate these data. The preference of annotators and di-
versity in the understanding of the video sequences further
lead to uncertainty in the activity labels. The uncertainty
along the evolution process in the activity video streams
is also worth exploring. As shown in Figure 1(a), given
videos with the same antecedent activity, even the same
person in the same kitchen may take different subsequent
activities1. More clearly, for each pair of activity classes,
we count the number of video instances that contain these
two consecutive classes on EPIC-KITCHENS-55, and obtain
a square matrix in Figure 1(b). Each row represents the
distribution of one antecedent activity evolving into others,
indicating that a plethora of activity categories may occur
next from the same antecedent activity. Hence, the activity
semantics evolution appears to be highly uncertain.

The data uncertainty seriously impedes the reliability
of the anticipation model. Concretely, it results in poor
generalization on samples following a flat distribution or
activity categories with a large number of possible sub-
sequent activity categories. Second, the activity evolution
uncertainty causes the model to capture the spurious cor-
relation between features and activity categories, which
leads to unexplainable model behavior based on visually
similar observed videos. The data uncertainty also brings
noise into the intermediate representations and serious error
accumulation for the generative anticipation methods [6]. In
previous work, the data uncertainty is addressed in a multi-
label classification framework [8] or estimated by prediction
distributions sampling [12]. Another general solution is to
resort to prior knowledge to intervene in the anticipation or
auxiliary prediction tasks on verbs and nouns to reduce the
uncertainty [13]. Unfortunately, without comprehensively

1. All sequences are sampled from the same video, and each video is
recorded on the same person in the same kitchen at once.

Person

P07

Video

P07_09

Open fridge Flip tortilla

00:01:51.00 - 00:01:56.66

Open fridge Close fridge

00:02:38.84 - 00:02:43.42

Open fridge Open bottle

00:03:46.04 - 00:04:09.83

Person

P24

Video

P24_05

Take pan Put down pan

00:06:53.18 - 00:07:01.93

Take pan Turn down gas

00:07:21.37 - 00:07:29.33

Take pan Pour sauce onto pasta

00:24:41.65 - 00:24:50.27

Person

P01

Video

P01_17

Put down knife Pour mushrooms

00:05:34.63 - 00:05:39.03

Put down knife Take carrot

00:06:21.27 - 00:06:24.98

Put down knife Take colander

00:13:55.28 - 00:13:57.00

(a) In each example, three video activity sequences with the same
antecedent activity and different upcoming activities are given.
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(b) The number of video instances that contain the corresponding
antecedent and subsequent activity classes.

Fig. 1. The activity video evolution uncertainty phenomenon on EPIC-
KITCHENS-55 dataset. For clarity, partial classes are shown.

exploring data uncertainty factors in model learning, the
robustness and generality of the models can hardly be guar-
anteed. Accordingly, we propose an uncertainty-boosted
generative video activity anticipation framework, which
models the data uncertainty from the intrinsic temporal
correlation of activity classes and the semantic relationship
from the external commonsense knowledge base.

Specifically, in parallel with the anticipation outputs, our
model produces an uncertainty value with a simple fully
connected layer to indicate the credibility of the outputs.
Large uncertainty values indicate more diverse but less reli-
able model outputs, while small uncertainty values indicate
more determined and trustable model outputs. We employ
this uncertainty value as a temperature parameter of a
softmax activation function, to adjust the smoothness of the
produced probability distribution of the target activity cate-
gories. Considering the activity evolution characteristics, we
construct a target activity category label space to guarantee
the output adjustment, which represents the probability of
the target activity category and the set of activity classes
that may co-occur with the target activity. The set of co-
occurred classes is the union of the categories from the
temporal activity cooccurrence statistics in a training dataset
and the correlated activity class from the ConceptNet [26].
It provides a way to quantitatively measure activity evo-
lution uncertainty and reveals the temporal evolution pat-
tern among a set of closely related visual concepts. Our
target label space approximates the target activity proba-
bility distribution more comprehensively than the one-hot
label paradigm. On the other hand, it reduces the spurious
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correlation globally existing among the whole label set
in the multi-label paradigm, gaining more flexibility and
expressiveness in modeling context dependency.

Another major issue is the estimation mechanism of
uncertainty value. Quantifying the uncertainty into an ab-
solute value with a universal rule applicable to all samples
appears to be challenging and untractable. Instead, given a
set of video instances, it is more reasonable to determine
the relative values of their uncertainty, which can be calcu-
lated from the sample-wise and temporal perspectives. The
former is modeled according to the relative anticipation dif-
ficulty among training samples. It first produces a weighted
combination of the anticipated features from a set of samples
with respect to their normalized uncertainty values. The
model is then forced to predict the target activity categories
of the samples in the mixed feature. During the training,
the model has to borrow more information from those hard
examples to ensure their anticipation accuracy, so that the
weights (the relative uncertainty values) of these samples
will be encouraged to be larger than others. For the temporal
uncertainty modeling, it is assumed that the uncertainty
value will be gradually reduced as the observed time length
τo increases and the anticipation time length τa decreases.
Accordingly, we design a temporal uncertainty ranking loss
function to learn the relative order of the uncertainty values
between samples with different anticipation time lengths for
the same target activity class. This ensures the uncertainty of
the output to be estimated comprehensively and regularly.

We apply our method to multiple backbones on EPIC-
KITCHENS-55 [25], EPIC-KITCHENS-100 [27], EGATE
Gaze+ [28], MECCANO [29] and 50 Salads [30]. Experi-
mental results demonstrate that our method achieves more
comprehensive uncertainty modeling ability, better robust-
ness/explainability, and remarkable anticipation perfor-
mance. The proposed strategy can also inspire a broad spec-
trum of video comprehension tasks [31], [32], [33], [34]. For
instance, the way of modeling data uncertainty facilitates
full dataset exploitation for long-term video understand-
ing [31], forecasting [32] and trajectory prediction [33] tasks.
It can also inspire the design of novel proxy tasks [34] for
self-supervised video representation learning towards video
foundation model construction.

The contribution is highlighted as follows:

• We propose an uncertainty-boosted activity anticipa-
tion framework to enhance the output robustness by
comprehensively exploring the data uncertainty in
the video content and activity evolution.

• By incorporating activity evolution from tempo-
ral class correlation and semantic relationship, the
output uncertainty, measured in sample-wise and
temporal-wise relative manner, fully reflects the un-
certainty across samples and categories, and is used
to modulate the predicted activity distribution and
gain improved model generalizability.

• Experiments on multiple benchmarks demon-
strate the effectiveness of our framework in
terms of improved accuracy and more robust-
ness/interpretability over existing models, especially
when dealing with highly uncertain samples and
long-tailed activity categories.

2 RELATED WORK

2.1 Activity Anticipation
Video activity anticipation has achieved rapid develop-
ment [35], [36], [37], [38], [39], [40], [41], [42], [43], [44], [45],
[46], [47].These methods are roughly divided into generative
and non-generative families [3].

Generative Anticipation Methods. This paradigm first
anticipates future features and then performs activity clas-
sification. Furnari et al. [5] introduce the RULSTM, which
processes RGB, optical flow and object-based features using
two LSTMs and a modality attention mechanism to antici-
pate future activities. Qi et al. [6] propose a self-regulated
learning framework for activity anticipation. Fernando et
al. [9] propose to correlate past features with the future
using three similarity measures. Girdharet al. [48] propose
an end-to-end attention-based video modeling architecture
that attends to the previously observed video to anticipate
future activities. Zhong et al. [49] introduce a diffusion
model-based approach for long-term action anticipation.
Some recent works [50], [51], [52] utilize Multimodal Large-
Language Models to assist in predicting future activities.

Non-generative Anticipation Methods. This paradigm
often directly generates the anticipation results based on
the observed video. Aliakbarian et al. [53] propose a multi-
stage LSTM architecture that leverages context-aware and
activity-aware features and develop a loss function that
encourages the model to predict the correct class as early
as possible. Qi et al. [10] propose a spatial-temporal And-
Or graph to represent events, and an early parsing method
using temporal grammar to anticipate the next activity.
Farha et al. [12] propose to sample multiple times to estimate
the predicted distributions at the test stage. Ke et al. [14]
propose to explicitly condition the anticipation on time,
which is shown to be efficient and effective for long-term
activity anticipation. Mahmud et al. [54] propose a hybrid
Siamese network for jointly predicting the label and the
starting time of future unobserved activity.

2.2 Uncertainty Learning
As discussed in [17], [19], there are two main types of uncer-
tainty, i.e., aleatory and epistemic uncertainty, also known
as data and model uncertainty. In recent years, a major
effort has been dedicated to quantifying data and model
uncertainty for various tasks in natural language processing
(NLP) [17], [55], [56], [57] and computer vision [17], [58],
[59], [60], [61], [62], [63], [64], [65], [66].

In detail, Xiao et al. [55] study the benefits of char-
acterizing model and data uncertainty, which show that
explicitly modeling uncertainty is useful for measuring
output confidence and enhancing performances in various
NLP tasks. Kendall et al. [17] study the benefits of mod-
eling epistemic and aleatoric uncertainty in Bayesian deep
learning models for per-pixel semantic segmentation and
depth regression tasks, which achieves promising results on
multiple benchmarks. Zhang et al. [63] regard uncertainty
as a relative concept and propose a Relative Uncertainty
Learning method, which performs well on both real-world
and synthetic noisy facial expression recognition datasets.

The relative uncertainty learning method on images [63]
is similar to ours. Considering the characteristics of the
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Fig. 2. The uncertainty-boosted activity anticipation framework. We use Fc and Fu to produce the probability distribution of the anticipation result
and the uncertainty vector. Then we use ûi

t, the mean of the uncertainty vector, to adjust the smoothness of the distribution (S) and obtain p̂it.
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Fig. 3. The setting of the video activity anticipation task.

video anticipation task, our relative uncertainty learning
strategy is constructed from two complementary perspec-
tives, namely, sample-wise and temporal. In the sample-
wise relative uncertainty learning, we infer the target activ-
ity labels based on the video evolution characteristic, which
guarantees more comprehensive uncertainty modeling com-
pared to the one-hot label representation used by traditional
methods. The new proposed temporal relative uncertainty
learning assumes that the uncertainty values will be gradu-
ally reduced as the observed time length increases and the
anticipation time length decreases, which further enhances
the rationality of the relative uncertainty values.

2.3 Explanability in Video Analytics
The development of theories, frameworks, and tools to
explainable artificial intelligence has become an active re-
search field [67], [68] recently. In video understanding,
the explainability/interpretability has been investigated and
improved from data explanation [69], [70], stateful proce-
dure [71] and middle-level concept relation [72], [73] as-
pects. In this paper, we address the interpretability issue
by uncertainty modeling, i.e., to quantify the uncertainty in
the anticipation process and output from complementary
aspects, which facilitates more regulated model learning
compared to the end-to-end data fitting paradigms. We
further prove that quantifying the uncertainty can enhance
both the model interpretability and performance, rather
than seeking a compromise between the two [68].

3 METHOD

As shown in Figure 3, given an observed video of length τo
that starts at τs−(τo+τa) and ends at τs−τa, the video activ-
ity anticipation task aims to predict what will happen after
τa by anticipating the activity categories of a video starting
at τs and ending at τe [25]. Here, τo, τa and τT represent the
observation time length, the anticipation time length, and
the target activity time length, respectively. Following the
widely adopted protocol in [5], [6], [74], we evenly divide
the video into snippets every δ seconds. Then we obtain no

snippets in the observed time interval [τs−(τo+τa), τs−τa],
na snippets in the anticipation time interval [τs − τa, τs]
and T snippets in the target activity time interval [τs, τe],
represented by So =

{
so1, s

o
2, ..., s

o
no

}
, Sa =

{
sa1 , s

a
2 , ..., s

a
na

}
and ST = {s1, s2, ..., sT }, respectively.

3.1 Generative Video Activity Anticipation Framework
The generative activity anticipation framework first gener-
ates future feature representations and then performs target
activity anticipation. Given observed videos {V1, ..., VN},
we first utilize an encoder-decoder to model the observed
video content and produce future feature representations{
f i
1, ..., f

i
T

}
for each observed video Vi. Then, we employ a

fully connected layer with a softmax activation function to
perform target activity anticipation, and obtain the results{
pi1, ..., p

i
T

}
, where pit ∈ RC and C is the number of the

target activity categories. It should be noticed that existing
solutions differ significantly in the design of the encoder-
decoder. For example, the classical method RULSTM [5] is
based on the Rolling-Unrolling LSTMs, while the more re-
cent method DCR [74] utilizes a transformer-based module.
Either of them is applicable in our framework.

3.2 Uncertainty-boosted Video Activity Anticipation
3.2.1 Overview
For activity anticipation, we aim to produce an uncertainty
value from the probability distribution of the potential
target activity categories, which indicates the reliability of
the model outputs. As shown in Figure 2, we initially uti-
lize an encoder-decoder module to generate future feature
representations

{
f i
1, ..., f

i
T

}
for each observed video Vi at

all anticipation times. This encoder-decoder module can be
LSTM-based, transformer-based, or of other types. Then,
we utilize two parallel fully connected layers to perform
uncertainty-boosted target activity anticipation. Specifically,
Fc is utilized to produce the probability distribution related
to the target activity, and Fu is employed to generate the
uncertainty vector ui

t ∈ RC of the anticipation output. In
line with [62], [63], we consider the uncertainties in both
video data and activity evolution within the uncertainty
vector and take the mean of ui

t as the approximated uncer-
tainty value ûi

t for sample i at time t. The mean operation
serves to mitigate the influence of noise and outliers within
the uncertainty vector. The above strategy produces an all-
embracing and robust uncertainty estimate result, benefiting
further optimization of the predicted probability distribu-
tion. We calculate p̂it by adjusting the smoothness of the tar-
get activity probability distribution. Presenting uncertainty
in the form of scalar values simplifies the interpretation
and utilization of uncertainty estimation results, allowing
for comparison across different models and datasets.

3.2.2 Distribution Adjustment
A small uncertainty value indicates the anticipation result
is trustworthy. In this case, the model output should focus
on a few target activity categories, i.e., the probability dis-
tribution of the potential target activity categories tends to
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𝑖
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Fig. 4. Given a probability distribution of the anticipation result, we
visualize the effects of the distribution adjustment strategy.

be sharp. Instead, a large uncertainty value means the result
is not reliable enough. The model should produce multiple
possible target activity categories and the probability distri-
bution should be flat. Our distribution adjustment strategy
treats the mean uncertainty value ûi

t as a temperature pa-
rameter of the softmax function to adjust the smoothness
of the target activity probability distribution and produce
p̂it =

{
p̂it,1, ..., p̂

i
t,C

}
∈ RC through,

p̂it,j =
exp(f̂ i

t,j/û
i
t)∑C

r=1 exp(f̂
i
t,r/û

i
t)
, (1)

where f̂ i
t =

{
f̂ i
t,1, ..., f̂

i
t,C

}
. The adjusted distribution gives

more calibrated anticipation results. As shown in Figure 4,
the probability distribution will be sharp with small uncer-
tainty values. Instead, it will be flat.

To optimize the above probability distribution and guar-
antee this adjustment effect, we construct a target activity
label space to represent the probability of the target activity
category and the set of activity classes that may co-occur
with the target activity. First, we obtain the uncertainty
matrices representing the possibility between any pair of
activity classes that may co-occur in parallel in the future
based on the same antecedent activity, which is computed
from two complementary sources. One is the internal tem-
poral co-occurrence information of activity classes contained
in all videos of the dataset. Especially, for any two activity
classes, we count the number of common antecedent class
instances they share across all videos. For example, if the
dataset contains activity sequences ‘open fridge, take milk’
and ‘open fridge, close fridge’, then the number of common
antecedent activity class instances for class pair ‘take milk’
and ‘close fridge’ increases by 1. By analyzing the entire
dataset, we get the internal uncertainty matrix Rli ∈ RC×C

of activity classes. Each entry (i, j) in this matrix represents
the number of instances that the categories ci and cj evolve
from the same antecedent activity class in the dataset.

The other is the activity class relationships from the
external commonsense knowledge graph ConceptNet. Ac-
tivity categories with meaningful edges in ConceptNet are
semantically dependent. For example, ‘HasSubevent’ means
the activity categories have an inclusion relationship. This is
conducive to effectively expanding the target activity cate-
gory. Specifically, for commonly used datasets, its activity
class is a (verb, noun) pair, so we can acquire Cv unique
verb classes and Cn unique noun classes. For any two
verb classes, we calculate the number of connected paths

with only one intermediate node under the selected rela-
tionships in ConceptNet, and get the external uncertainty
matrix Rlve ∈ RCv×Cv of verb classes. Similarly, we obtain
the external uncertainty matrix Rlne ∈ RCn×Cn of noun
classes. The external uncertainty score of an activity class
is captured by simply adding the external uncertainty of
its verb class and noun class. Finally, we acquire the whole
external uncertainty matrix Rle ∈ RC×C of activity classes.

Next, we generate an activity class set Ac that may co-
occur in parallel with the target activity class c. We obtain
the internal uncertainty vector Rlci and the external uncer-
tainty vector Rlce from the c-th row of Rli and Rle. Then,
we obtain Ac by simply merging Rlci and Rlce according to
their value and eliminating classes with zero value.

Finally, given sample Vi with target activity category c,
the ideal target activities may be the given category c or
categories contained in Ac. Only categories in Ac have a low
probability of occurrence. We construct the target activity
category label representation pit =

{
pit,1, ..., p

i
t,C

}
∈ RC ,

pit,j =


1− α j = c,
α

|Ac| j ∈ Ac,

0 others,

(2)

where α is the total weight of activity classes in Ac. |Ac| is
the number of categories in Ac. We do not use the values in
Rlci and Rlce as pit,j for categories in Ac, since it may cause
over-fitting and reduce the model generalization ability.

The loss function of the anticipation model is as follows,

Lc = −
∑
i

{
(1− α) log p̂it,c +

∑
c′∈Ac

α

|Ac|
log p̂i

t,c′

}
, (3)

It guarantees the anticipation model to learn both the deter-
ministic target activity class c and activity classes in Ac that
may co-occur with the target activity.

The constructed labels, derived through statistical anal-
ysis of the task dataset and enhanced with an external
knowledge base, truly reflect the correlation between visual
concepts and activity labels in the video content. Conse-
quently, the anticipation model will consider a broader
range of potential future activities, allowing it to accurately
grasp activity evolution patterns and avoid the spurious
correlations between feature and prediction output caused
by dataset bias compared to the traditional one-hot label
strategy. In contrast to multi-label learning techniques, our
strategy does not treat multiple labels indiscriminately. In-
stead, it empowers the model to unearth multiple potential
activities while ensuring the primary accuracy for the given
target activity. Compared with the label smoothing strategy
in the multi-label paradigm, our approach refrains from
assigning uniformly low probability values to all classes.
Instead, it identifies the class set to which probability val-
ues should be assigned based on the association between
activity classes. Our soft constraint prevents the model from
over-fitting into one single category and diminishes the im-
pact of potential label noise, enhancing overall generaliza-
tion ability. In addition, commonly used activity anticipation
datasets suffer from serious long-tail distribution problems.
As shown in Equation (2), our strategy associates majority
classes with minority classes, and augments datasets to bal-
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Fig. 5. The sample-wise relative uncertainty learning pipeline. We obtain f̂ ij
t by mixing the anticipated features with their relative uncertainty values.

ance the frequency of activity categories. This prevents the
model from over-training on extremely frequent activities
and mitigates the long-tail distribution issue from the data
sampling perspective. Our strategy also provides solutions
for the challenging problem of quantitatively analyzing un-
certainty, particularly on the complex video content, which
will contribute to explainable video understanding.

3.2.3 Relative Uncertainty Learning
It is straightforward to represent and learn the uncertainty
in absolute value [62], [75]. However, deep neural networks
have strong learning and memory ability, which tends to
remember hard examples [62], [63], [75]. In fact, without
comparison, it is difficult to judge whether the absolute
uncertainty value is reasonable or accurate. Given a set of
samples, one can easily estimate the relative order of their
uncertainty values. To this end, we model the relative un-
certainty from the sample-wise and temporal perspectives.

Sample-wise Relative Uncertainty. Given a set of sam-
ples V = {V1, ..., VN}, the model generates feature rep-
resentations ft =

{
f1
t , ..., f

N
t

}
and uncertainty values

Ut =
{
û1
t , ..., û

N
t

}
for each anticipation time t. Then we

can get the relative uncertainty values Ũt =
{
ũ1
t , ..., ũ

N
t

}
by dividing Ut by the sum of all the uncertainty values.
We take the weighted sum of ft over Ũt and get the mixed
feature f̂t. The model is forced to predict the target activity
categories contained in samples V based on f̂t. As the
training progresses, the model will predict the target activity
categories of easy samples, but still cannot predict the activ-
ity labels of the hard samples well, i.e., they are assigned
with larger uncertainty values. This indicates a relatively
large classification loss on the prediction of hard samples,
which in turn forces the mixed feature to contain more
information from the hard samples to achieve a smaller
activity anticipation loss value, according to the weight
combination using the uncertainty values to produce the
mixed sample. This strategy ensures that the anticipation
model appropriately assigns larger uncertainty values on
hard training samples by comparing them to others.

Without loss of generality, we detail the strategy in the
pair-wise case. As shown in Figure 5, given two training
samples Vi and Vj with different target activity classes in
the same mini-batch, we obtain feature representations f i

t

and f j
t and the corresponding uncertainty values ûi

t and ûj
t .

Then, we get the relative uncertainty values and the mixed
future feature representation f̂ ij

t through,

ũi
t =

ûi
t

ûi
t + ûj

t

, ũj
t =

ûj
t

ûi
t + ûj

t

, (4)

f̂ ij
t = ũi

tf
i
t + ũj

tf
j
t . (5)

Finally, we get the anticipation result p̂ijt ∈ RC through
f̂ ij
t . Since the target activity category label should also be a

mixture of target activity category labels of the two samples,
we construct the following target activity category label
pi,jt =

{
pi,jt,1, ..., p

i,j
t,C

}
∈ RC according to Section 3.2.2,

pi,jt,k =


1−α
2 k = i, j,
α

|Aci,cj
| k ∈ Aci,cj ,

0 others,

(6)

where ci and cj represent the target activity category of
sample Vi and Vj , respectively. α is the total weight of the
activity classes contained in Aci,cj , which is the activity
class set that may co-occur with the target activity classes
of samples Vi and Vj . Correspondingly, we propose the
following sample-wise relative uncertainty loss function,

Lsrul = −
∑
k

1

B

B∑
i,j

{1− α

2

(
log p̂ijt,ci + log p̂ijt,cj

)
+

∑
c′∈Aci,cj

α

|Aci,cj |
log p̂ij

t,c′

}
,

(7)

where B is the mini-batch size.
When there are multiple samples in V , the effectiveness

of the sample-wise relative uncertainty learning strategy
will be reduced. Since the mini-batch is randomly generated,
we can not ensure the diversity of samples in the mini-
batch. If these samples have similar anticipation difficulty,
the generated relative uncertainty values between them will
not vary much. Similar relative uncertainty values will cause
the mixed feature to contain a similar amount of information
from each sample. This can not force the anticipation model
to capture useful features for hard samples and hinders the
validity of the Equation (7).

Similar to [63], we construct mixed samples according to
the relative uncertainty values. The difference is that we in-
troduce more reasonable target activity labels for the mixed
samples based on the activity evolution uncertainty, instead
of using one-hot labels as in [63]. Equation (7) enables the
model to predict the two target activity categories equally
based on the mixed features and ensures that the model
can also predict the activities that have a co-occurrence
relationship with the target activities. This guarantees more
comprehensive uncertainty modeling results.

Temporal Relative Uncertainty. Given the same target
activity, if we gradually enlarge the observation time length
τo and correspondingly reduce the anticipation time length
τa, the anticipation difficulty will gradually decrease, and
the outputs will become more reliable, i.e., the correspond-
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Fig. 6. The examples of the temporal relative uncertainty learning. If we
gradually expand the observed time length τo and reduce the anticipa-
tion time length τa, the uncertainty values should gradually decrease.

ing uncertainty values will gradually decrease. We propose
to learn the relative order of uncertainty values according to
the listwise ranking paradigm [76].

Given an observed video Vi, we first prepare M train-
ing samples

{
V 1
i , V

2
i , ..., V

M
i

}
with the same target activ-

ity category. As shown in Figure 6, from sample V 1
i to

V M
i , their observation video length τo are gradually ex-

panded and the corresponding anticipation time length τa
are gradually reduced. Then, the anticipation model will
generate uncertainty values U i =

{
ûi
1, û

i
2, ..., û

i
M

}
. We rank

these uncertainty values from the largest to the smallest
as π̂i =

{
R1

k, R
2
M , ..., RM

2

}
. Rl

j means that the sample V l
i

has the j-th largest uncertainty value among all samples.
Ideally, the uncertainty values will gradually decrease and
the ranking result will be πi =

{
R1

1, R
2
2, ..., R

M
M

}
. Based

on this, we introduce the following permutation probability
distribution [76], which means the probability of obtaining
sequence πi given the uncertainty values U i,

P (πi|U i) =
M∏
j=1

ϕ(U i
π−1
i (j)

)∑M
m=j ϕ(U

i
π−1
i (m)

)
, (8)

where ϕ is the identity mapping function. π−1
i (j) represents

the sample at the j-th position in sequence πi, i.e., sample
V j
i . U i

π−1
i (j)

represents its uncertainty value ûi
j from U i.

A well-trained anticipation model should produce a π̂i

that is very close to or even the same as πi. Accordingly,
P (πi|U i) will go as large as possible. If we optimize the
negative log of P (πi|U i), we can ensure that the model
can produce rational uncertainty ranking results. Therefore,
we propose the following temporal uncertainty ranking loss
function to learn the relative order of the uncertainty values,

Ltrul = −
∑
i

logP (πi|U i). (9)

3.2.4 Training Objective
The whole learning objective function of our framework is,

L = Lsrul + βLtrul + γLwd, (10)

where β and γ are the corresponding loss weights. Since
we employ the sample-wise relative uncertainty learning
strategy, the Lc is fused into Lsrul. Lwd is the sum of the
squares of all uncertainty values, which can be seen as a
regularization on the uncertainty representation. This loss is
used to keep the uncertainty values stable.

3.2.5 Discussions
Compared with existing generative activity anticipation
methods, our framework only requires an additional fully

connected layer to generate uncertainty values indicating
the reliability of the output. It can be inserted into most
existing methods with a small cost. They can be endowed
with better generalization ability when dealing with sam-
ples with high uncertainty, and activity categories with high
uncertainty or long-tailed distributions.

Furthermore, our method enlightens a wide range of
video comprehension tasks. First, through quantitative anal-
ysis of the data uncertainty, we have a deep insight into dif-
ferent video activity datasets. This is beneficial for the data
usage of video understanding tasks. Selecting data modal-
ity with less uncertainty is more conducive to capturing
temporal association relationships. Second, the uncertainty
is common in other sequence modeling or prediction tasks
such as video forecasting [32] and trajectory prediction [33].
Our distribution adjustment and relative uncertainty learn-
ing strategies can be applied to these tasks as well. Third,
mining category co-occurrence relationships and construct-
ing precise labels are applicable to long-term video un-
derstanding [31]. Compared with one-hot labels and label
smoothing, the constructed labels are more conducive to
producing effective video representation. Finally, the idea
of the temporal relative uncertainty learning strategy can be
used as a new proxy task for self-supervised video repre-
sentation learning [34]. This also paves the way towards the
construction of video foundation models and better model
adaptation on various down-stream applications.

4 EXPERIMENTS

4.1 Setups

4.1.1 Datasets

EPIC-KITCHENS-55 (EK55) [25] is a first-person cooking
dataset captured by 32 subjects in 32 kitchens. It includes
125 verb classes and 352 noun classes. We consider all the
unique (verb, noun) class pairs in the training set, and obtain
2513 activity classes. Following [5], we randomly split the
train set into train and validation sets. The test set splits into
sets with seen kitchens (S1) and unseen kitchens (S2).

EPIC-KITCHENS-100 (EK100) [27] is a substantial ex-
tension of EK55 dataset, which contains 89,977 segments
of activity. It has 97 verb classes, 300 noun classes, and
4053 activity classes. The validation/test splits contain two
subsets, Unseen Participants and Tail Classes.

EGTEA Gaze+ [28] records the first-person meal prepa-
ration activities, which includes 10325 instances with 106
activity classes. It provides three different train/test splits,
and we report the average performance across all splits.

MECCANO [29] is a multimodal dataset related to hu-
man behavior understanding in industrial-like settings (e.g.,
factories, building sites, mechanical workshops). It offers 20
sequences with 299,376 annotated frames from 20 different
participants. It has 12 verbs, 20 nouns, and 61 unique
actions. We employ the standard train-val-test split.

50 Salads [30] encompasses 50 videos documenting
salad preparation tasks executed by 25 distinct actors. These
videos encompass 17 fine-grained activity categories. We
discern 7 unique verb classes and 14 noun classes from
the provided activity categories. Following [30], we adopt a
five-fold cross-validation strategy for assessment purposes.
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TABLE 1
Parameter values of α, β, γ in our framework.

Ub-Baseline Ub-RULSTM Ub-DCR

EK-55 0.4/0.005/5e-6 0.4/0.05/1e-4 0.4/5/1e-3
EK-100 / 0.2/0.01/1e-3 0.1/1/1e-4

EGTEA Gaze+ / 0.1/0.5/1e-4 0.1/20/1e-2
MECCANO / 0.4/0.1/1e-3 0.4/1e-3/1e-3

4.1.2 Metrics
For the EK55 validation set, we use top-5 accuracy and
mean top-5 recall as measurements. The mean top-5 recall is
averaged over the provided list of many-shot verbs, nouns
and activities. For the EK55 test set, we use top-1 and top-5
accuracy as measurements. For EK100, we report the top-5
recall. For EGTEA Gaze+ and MECCANO, we report the
top-5 accuracy. For the 50 Salads, we use mean accuracy
over classes for performance comparison.

4.1.3 Different Backbones
Baseline. The encoder-decoder in Figure 2 is chosen to be a
GRU-GRU block. We set the observed video length as 1.5s
and choose δ as 0.25s. Two parallel fully connected layers
are used to produce the probability distribution of the target
activity categories and the corresponding uncertainty value.
The anticipation video snippets na are set to 8. The model
will predict the target activity classes at future timestamps
0.25s, 0.5s, 0.75s, 1s, 1.25s, 1.5s, 1.75s and 2s.

RULSTM. Its encoder-decoder module is the Rolling-
Unrolling LSTMs. For more details, please refer to [5].

DCR. It employs transformer-based and rulstm-based
encoder-decoder modules. To ensure the diversity of back-
bones, we choose the transformer-based DCR backbone. For
more details, please refer to [74].

ActionBanks. The encoder-decoder module is the Tem-
poral Aggregation Block. More details are shown in [77].

FUTR. The encoder-decoder module is built on self-
attention and cross-attention. More details are shown in [78].

In the experiments, we apply our model on top of the
above-mentioned backbones, and the uncertainty boosted
versions are denoted as Ub-Baseline, Ub-RULSTM, Ub-
DCR, Ub-ActionBanks and Ub-FUTR respectively.

4.1.4 Implementation Details
For a fair comparison, we adopt the widely used multi-
modality features. Concretely, for EK55 and EK100, we use
the RGB feature from TSN [79], the Flow feature from TSN,
and the OBJ feature from FRCNN [80], which are provided
by [5]. Besides, we utilize the RGB feature from TSM [81]
provided by [74]. We also use the RGB feature from irCSN-
152 [82] for EK55 provided by [48]. For EGTEA Gaze+, we
use the RGB and Flow features from TSN provided by [5].
For MECCANO, we use the provided OBJ feature.

All experiments are implemented under the PyTorch
framework. For the Baseline, we use an SGD optimizer with
a mini-batch size of 128. The momentum and weight decay
are set to 0.9 and 0.00005, respectively. The initial learning
rate is set to 0.05. The number of total training epochs is
100. For other backbones, we follow the parameter settings
of their original papers. For the parameters of our model, we
record the optimal setting of α, β and γ in Table 1. Besides,

TABLE 2
Apples-to-apples comparison on the EK100 validation set.

Modality Backbone Model Top-5 Recall @ 1s

Verb Noun Act

RGB

RULSTM TSN 27.5 29.0 13.3
Ub-RULSTM TSN 28.3 30.5 14.3

DCR TSN 31.0 31.1 14.6
Ub-DCR TSN 31.4 31.8 14.8

DCR TSM 32.6 32.7 16.1
Ub-DCR TSM 32.8 34.1 16.2

FLOW

RULSTM TSN 19.1 16.7 7.2
Ub-RULSTM TSN 21.0 16.8 7.3

DCR TSN 25.9 17.6 8.4
Ub-DCR TSN 26.8 20.2 8.7

OBJ

RULSTM FRCNN 17.9 23.3 7.8
Ub-RULSTM FRCNN 20.8 24.5 8.9

DCR FRCNN 22.2 24.2 9.7
Ub-DCR FRCNN 23.1 29.0 10.9

TABLE 3
Apples-to-apples comparison on the EK55 validation set.

Modality Backbone Model Top-5 Acc. @ 1s

RGB

RULSTM TSN 30.8
Ub-RULSTM TSN 31.6

ActionBanks TSN 28.6
Ub-ActionBanks TSN 30.2

DCR TSM 33.2
Ub-DCR TSM 34.2

FLOW RULSTM TSN 21.4
Ub-RULSTM TSN 22.9

ActionBanks TSN 19.8
Ub-ActionBanks TSN 20.9

OBJ RULSTM FRCNN 29.8
Ub-RULSTM FRCNN 30.7

ActionBanks FRCNN 29.1
Ub-ActionBanks FRCNN 30.9

the α, β and γ of Ub-FUTR are set to 0.2, 0.05, and 1e-4. All
the parameters are determined via cross-validation.

4.1.5 The Chosen Relationships in ConceptNet
The ConceptNet is a freely-available semantic network, de-
signed to help computers understand the words that people
use [26]. It contains multiple relationships between words.
For better modeling semantic correlations between activity
classes, we choose the following meaningful relationships
‘MotivatedByGoal’, ‘HasPrerequisite’, ‘MannerOf’, ‘Used-
For’, ‘Entails’, ‘LocatedNear’, ‘HasFirstSubevent’, ‘Has-
Subevent’, ‘HasLastSubevent’, ‘Causes’, ‘CreatedBy’, ‘Re-
ceivesAction’, ‘CausesDesire’ and ‘CapableOf’.

4.2 Apples-to-Apples Comparison
The results on EK100 and EK55 are shown in Table 2 and Ta-
ble 3, respectively. We can find that our framework achieves
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TABLE 4
The reliability of the uncertainty learning strategy under noisy data.

Setting Top-5 Acc. % at 1 (s) DataU

η = 0 34.2 1.66
η = 1 33.0 1.69
η = 5 20.3 1.70
η = 10 11.4 1.72

TABLE 5
The reliability of the uncertainty learning strategy under high uncertain

samples. R=10% means we remove samples with the highest
uncertainty value in the top 10%, and test on the remaining ones.

Model R=0 R=10% R=20% R=30%

RULSTM 30.8 30.7 31.8 31.7
Ub-RULSTM 31.6 30.9 32.1 32.9

DCR 33.2 35.8 38.7 44.1
Ub-DCR 34.2 36.5 39.5 44.4

improvement unanimously on different features and differ-
ent backbones. As shown in Table 3, the top-5 accuracy im-
provement of Ub-RULSM under the FLOW feature is 1.5%,
whereas the top-5 accuracy improvement under the OBJ
feature is only 0.9%. This is mainly because the optical flow
representation contains more uncertainty brought by noise.
The effectiveness of our model on different sizes of datasets
varies greatly. For example, on the large dataset EK100,
Ub-RULSTM has the greatest performance improvement on
OBJ feature, but on the small dataset EK55, Ub-RULSTM
has the most significant improvement on FLOW feature,
because of the weak contribution of the optical flow feature
to activity anticipation on large datasets. Besides, under
the same backbone and features, our proposed framework
improves the performance more significantly on EK55 than
on EK100. This is mainly due to the large dataset size of
the EK100. With the increase of dataset size, the influence of
data uncertainty decreases, which leads to the reduction of
the performance improvement of our framework.

4.3 The Reliability of the Learned Uncertainty Value
The Reliability on Noisy Data. We conduct experiments to
assess whether the estimated uncertainty value can capture
the ‘noise’ inherent in the data, thus demonstrating the
reliability of our framework. We consider samples in EK55
as clean data. Then we deliberately introduce Gaussian
noise to pollute them and produce lower-quality samples.
For the feature tensor f , we generate a noise tensor ϵ and
pollute the clean data with f = f + η ∗ ϵ, where ϵ ∼ N (0, 1)
and η controls the intensity of the pollution. We gradually
vary η to observe how data uncertainty and anticipation
performance evolve. Table 4 shows that with the increase of
η, the estimated uncertainty of noisy samples increases and
the anticipation performance significantly decreases, which
collectively indicates the produced uncertainty value can
effectively capture the quality of the samples.

The Reliability on Samples with High Uncertain. To
illustrate the quality of the learned uncertainty value, we
investigate how the anticipation performance is affected
by the exclusion of samples with high uncertainty values.
For this analysis, we use the accuracy versus rejection rate
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(b) The learned uncertainty distribution of Ub-RULSTM.

Fig. 7. Visualization of the learned uncertainty distribution under differ-
ent feature modalities on the EK100 validation set.

metric [63], [83]. When the accuracy continues to improve as
the proportion of removed samples with high uncertainty
values increases, this metric indicates that the anticipation
model can effectively capture data uncertainty. Hence, we
initially sort samples based on their uncertainty values from
highest to lowest. Subsequently, we progressively remove a
certain proportion of samples with the highest uncertainty
values and evaluate the anticipation accuracy using the re-
maining ones. Table 5 clearly reveals that both Ub-RULSTM
and Ub-DCR consistently achieve better performance in all
cases, which illustrates that the derived uncertainty value
has a stronger correlation with anticipation confidence than
other methods. This validates the effect of the uncertainty
value in enhancing the overall anticipation performance.

Understanding the Uncertainty Learning Ability. To
gain a profound understanding on the uncertainty learning
capability, we visualize the learned uncertainty distribution
of Ub-DCR and Ub-RULSTM under multiple feature modal-
ities on the EK100 in Figure 7. For convenient comparison,
we normalize the learned uncertainty value to [0, 1]. The
vertical axis indicates the number of samples. We can see
that Ub-DCR generally produces smaller uncertainty values
than Ub-RULSTM, due to the strong ability of transformer-
based Ub-DCR in modeling long-range feature correlations.
Furthermore, we observe that Ub-DCR produces higher
uncertainty values for samples under RGB features. Instead,
Ub-RULSTM produces higher uncertainty values for sam-
ples under OBJ features. It is clear that the data uncertainty
contained in different feature modalities varies greatly, each
backbone exhibits its own distinct strengths in modeling
data uncertainty across these diverse feature modalities.

4.4 Understanding the Robustness of Our Framework
Anticipation Performance on Uncertain Classes. As de-
scribed in Section 3.2.2, we have acquired the internal and
external uncertainty matrices of activity classes. For each
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Fig. 8. The visualization of the anticipation performance of different
methods on uncertain activity classes.

Top 1/4 Top 1/4-2/4 Top 2/4-3/4 Others
Training Samples

0.0

0.1

0.2

0.3

0.4

0.5

To
p-

5 
Ac

cu
ra

cy

25.12%

30.08%

33.52%

44.06%

27.28%

30.72%

34.48%

44.38%
DCR
Ub-DCR

Fig. 9. The visualization of the anticipation performance of different
methods with respect to the sample uncertainty.

activity class pair, we first merge their internal and external
uncertainty value and then rank them according to their
merged values. Next, we divide all activity class pairs into
four parts and calculate the anticipation performance of
DCR and Ub-DCR on each part. The visualization results
are shown in Figure 8. On the ‘Top 200’ part, i.e., the activity
class pairs with the top 200 uncertainty value, Ub-DCR
achieves higher anticipation performance than DCR, and
the performance gap between DCR and Ub-DCR is also
the largest. As the uncertainty value of the activity category
decreases, the performance gap between DCR and Ub-DCR
decreases. This is mainly because the possibility of co-
occurrence between activity categories gradually decreases.
If there is a strong co-occurrence between activity categories
or large activity evolution uncertainty, that is, given videos
containing the same activity category, they may evolve into
any activity in the category pair, the Ub-DCR can accurately
correlate labels with valid features through Equation (2)
and avoid the confusion caused by one-hot labels. These
observations show that our framework can effectively deal
with the activity categories with high uncertainty values.

Anticipation Performance on Uncertain Samples. We
first rank samples based on their uncertainty value pro-
duced by Ub-DCR. Then, we divide all samples into four
parts and visualize the anticipation performance of DCR
and Ub-DCR on each part in Figure 9. On the ‘Top 1/4’
part, i.e., the samples with the uncertainty value in the top
1/4, Ub-DCR achieves higher anticipation performance than
DCR, and the performance gap between DCR and Ub-DCR
is the largest. The performance difference between DCR and
Ub-DCR decreases with the decrease of the sample uncer-
tainty value. These observations show that our framework
has good robustness and can effectively deal with samples

TABLE 6
Activity anticipation comparison on the Tail Classes Subset from the

EK100 validation set.

Model Overall % @ 1s Tail % @ 1s

Verb Noun Act Verb Noun Act

DCR [74] 31.0 31.1 14.6 26.1 25.8 12.5
DCR+CB 31.7 31.4 12.7 26.6 26.4 11.4
Ub-DCR 31.4 31.8 14.8 26.8 27.5 13.5
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Fig. 10. The weight-norms of target activity classifier of different back-
bones on the EK100. The activity classes are sorted by descending
order w.r.t. the number of samples.

with high uncertainty values.
Anticipation Performance on Tail Classes. As shown

in Table 7 and Table 10, the relative anticipation performance
improvement of our method on the Tail Classes subset of the
EK100 is much higher than that on the whole validation (or
test) set or the Unseen Participants subset. For example, Ub-
DCR improves the anticipation performance by 47.6% over
DCR† on the Tail Classes subset ’Act’, while Ub-DCR only
improves the performance by 26.9% over DCR† on ’Act’ of
the whole test set. This indicates that our method is capable
of dealing with data with long-tail distribution issues. To
comprehensively verify this, we visualize the target activity
classifier weight-norms of DCR and Ub-DCR for the EK100.
We sort the target activity categories in descending order
with respect to their number of instances and show the L2-
norms of their weight vectors in Figure 10. Compared with
DCR, the weight-norms of the tail classes tend to be larger
and the weight-norms of the head classes are relatively
smaller for Ub-DCR. This means our framework reaches a
better trade-off between head and tail classes.

Furthermore, we apply the class-balanced loss CB [84]
on DCR to compare the ability of different methods on long-
tail distribution problems. The results are shown in Table 6.
We can find that Ub-DCR achieves better performance than
DCR+CB on the Tail Classes subset. Compared with one-hot
labels used by existing anticipation methods, our strategy
ensures that the constructed label contains both the original
target activity and other potential co-occurred activities.
This somewhat relates minority activity classes to majority
classes, and solves the long-tail distribution problem from
a data sampling perspective. Besides, we can see that the
performance of DCR+CB is worse than DCR. This is mainly
due to the construction of the activity category. In EK100,
activity categories are composed of all unique (verb, noun)
class pairs, resulting in various categories with a sample size
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TABLE 7
Activity anticipation results on the EK100 validation set.

Model Modality Overall % @ 1s Unseen % @ 1s Tail % @ 1s

Verb Noun Act Verb Noun Act Verb Noun Act

ActionBanks [77] RGB, OBJ, FLOW, ROI 23.2 31.4 14.7 28.0 26.2 14.5 14.5 22.5 11.8
AVT-TSN [48] RGB, OBJ 25.5 31.8 14.8 25.5 23.6 11.5 18.5 25.8 12.6

AVT [48] RGB, OBJ 28.2 32.0 15.9 29.5 23.9 11.9 21.1 25.8 14.1
MeMViT,32×3 [31] RGB 32.2 37.0 17.7 28.6 27.4 15.2 25.3 31.0 15.5

RULSTM [5] RGB, OBJ, FLOW 27.8 30.8 14.0 28.8 27.2 14.2 19.8 22.0 11.1
Ub-RULSTM RGB, OBJ, FLOW 30.4 34.8 16.6 33.8 27.5 14.5 23.4 28.8 14.5

DCR [74] RGB, OBJ 32.6 36.9 18.3 31.8 25.8 14.7 26.6 30.1 15.8
Ub-DCR RGB, OBJ 35.1 40.0 19.1 36.2 26.7 15.9 29.6 34.8 17.8

TABLE 8
Study on the effect of model uncertainty of our framework by controlling

the training set size.

Training Set Size Top-5 Acc. @ 1s DataU

EPIC55 1/4 29.1 1.61
EPIC55 2/4 31.9 1.60
EPIC55 3/4 32.8 1.65
EPIC55 4/4 34.2 1.66

of 1 or 0. However, the loss weight of the class-balanced
loss CB is adjusted according to the number of category
samples to deal with long-tail distribution issues. Under
this situation, many classical algorithms cannot address the
long-tail problem in activity anticipation task datasets.

4.5 Jointly Exploring the Data and Model Uncertainty

While our framework is specially designed to model data
uncertainty, it is important to acknowledge that the outputs
may contain model uncertainty. We will explore the propor-
tion of the model uncertainty within predictive uncertainty
and the impact of model uncertainty on the final results.

Quantifying Model Uncertainty with Dataset Control.
Since model uncertainty can be largely mitigated with
sufficient data [18], [19], [22], we begin with the insight
that model uncertainty varies with training data size while
data uncertainty does not [17]. Specifically, we assess the
proportion of model uncertainty and analyze the changes
of predicted uncertainty values under different training set
sizes. We vary the training set size of EK55 to 3/4, 1/2, and
1/4, then summarize the variations of uncertainty value and
anticipation performance of Ub-DCR in Table 8. We can see
the uncertainty value increases slightly as the training set
size increases, which is negligible compared to the absolute
data uncertainty value. Obviously, the predicted uncertainty
contains only a marginal amount of model uncertainty.

Quantifying Model Uncertainty Using Monte Carlo
Dropout. We employ the widely-used Monte Carlo Dropout
(MCDO) method [16], [17], [21] to explicitly study the
correlation between data and model uncertainty. MCDO
is a simple but efficient method to capture model uncer-
tainty. By activating the dropout layers at test time and
performing T forward passes on a given sample set, one can
obtain multiple sets of probability distributions regarding
the anticipation results. This allows us to estimate model

TABLE 9
Apples-to-apples comparison of data and model uncertainty on the

EK55 and EK100 validation set. ‘-MCDO’ means injecting Monte Carlo
Dropout into our framework under different backbones.

Dataset Backbone Model Top-5 DataU ModelU

EK55 Ub-DCR TSM 34.2 1.66 /
Ub-DCR-MCDO TSM 34.7 1.69 0.25

EK100

Ub-DCR TSN 14.8 0.39 /
Ub-DCR-MCDO TSN 14.7 0.40 0.27

Ub-DCR TSM 16.2 0.35 /
Ub-DCR-MCDO TSM 16.1 0.35 0.27

uncertainty using operations such as mean and entropy. We
apply the MCDO approach to Ub-DCR on EKI55 and EK100,
and summarize the changes of data and model uncertainty
as well as their impact on the anticipation performance in
Table 9. We use 50 samples for Monte Carlo Dropout. We
can see that data uncertainty remains relatively stable, while
model uncertainty does exist. Furthermore, the simultane-
ous examination of model and data uncertainty can lead to
further improvements on anticipation performance in EK55.
However, this is not the case in EK100, which might be
attributed to a diminishing influence of model uncertainty
as the dataset size increases. Since the model uncertainty can
be painlessly modeled using MCDO and can be removed
easily in application scenarios [17], [20], [22], [23] involving
big data and deep neural networks, this paper focuses on
the challenge of data uncertainty learning in priority.

4.6 Comparison with the State-of-the-Art

EPIC-KITCHENS-100. The comparison results on the vali-
dation set and test set are shown in Table 7 and Table 10.
As shown in [74], DCR fuses the results of models under
RGB feature from TSM and TSN, and OBJ feature from
FRCNN with weight 1:1:1 on the validation set. The results
of DCR on the test set are obtained by fusing the model
output under RGB feature from TSM and TSN, and the AVT
model with weight 1:0.5:1. Since the AVT model combines
the predictions of multiple AVT model variants and mul-
tiple backbones, they are difficult to reproduce. Hence, we
capture the anticipation results by late-fusion of the output
of Ub-DCR under RGB feature from TSM and TSN, and OBJ
feature from FRCNN with weight 1:1:1 on the validation
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TABLE 10
Activity anticipation results on the EK100 test set.

Model Modality Overall % @ 1s Unseen % @ 1s Tail % @ 1s

Verb Noun Act Verb Noun Act Verb Noun Act

RULSTM [5] RGB 24.7 26.4 10.5 17.9 23.2 9.1 17.3 16.8 7.4
MM-TBN [7] RGB, OBJ, FLOW 21.5 26.8 11.0 20.8 28.3 12.2 13.2 15.4 7.2

ActionBanks [77] RGB, OBJ, FLOW, ROI / / 12.6 / / 10.5 / / 8.9
AVT [48] RGB, OBJ 25.6 28.8 12.6 20.9 22.3 8.8 19.0 22.0 10.1
DCR [74] RGB, OBJ / / 17.3 / / 14.1 / / 14.3

RULSTM [5] RGB, OBJ, FLOW 25.3 26.7 11.2 19.4 26.9 9.7 17.6 16.0 7.9
Ub-RULSTM RGB, OBJ, FLOW 27.3 30.2 13.0 20.3 27.3 10.6 20.2 21.7 10.6

DCR† [74] RGB, OBJ 27.0 31.4 11.9 22.8 30.7 11.0 21.0 22.5 8.4
Ub-DCR RGB, OBJ 29.4 32.9 15.1 23.5 31.2 11.5 23.5 25.3 12.4

TABLE 11
Activity anticipation results on the EGTEA Gaze+.

Model Top-5 Accuracy % at different τa (s)

1.5 1.25 1.0 0.75 0.5 0.25

DMR [85] / / 55.7 / / /
ATSN [25] / / 40.5 / / /
MCE [13] / / 56.3 / / /
ED [86] 46.9 48.4 50.2 51.9 50.0 49.2
FN [87] 56.8 58.3 60.1 62.0 64.0 66.5
RL [88] 58.2 60.4 62.6 64.7 67.4 70.4
EL [89] 59.8 61.6 64.6 66.9 69.6 72.4

ImagineRNN [90] / / 66.7 68.5 72.3 74.6
SRL [6] 64.9 66.5 70.7 73.5 78.0 82.6

MGRKD [91] 65.2 67.7 70.9 74.3 77.5 79.6

RULSTM [5] 61.4 63.5 66.4 68.4 71.8 74.3
Ub-RULSTM 61.7 64.1 67.9 69.5 72.4 74.6

DCR [74] / / 67.9 / / /
Ub-DCR / / 68.2 / / /

and test sets. For a fair comparison, we also implement
DCR† on the test set with the same setting as Ub-DCR.

As shown in Table 7 and Table 10, our framework sig-
nificantly improves the anticipation performance on RUL-
STM and DCR backbones in the model ensemble setting.
By comparing the anticipation results in Table 2, Table 7
and Table 10, the improvement achieved by our framework
is even more prominent under the ensemble setting. As
analyzed above, the data uncertainty contained in each fea-
ture modality is different. Hence, modeling data uncertainty
from multiple feature modalities ensures better anticipation
performance. Besides, we notice that the performance of
RULSTM is not as good as ActionBanks, because Action-
Banks uses additional ROI features. On the contrary, Ub-
RULSTM achieves better performance than ActionBanks.
The Ub-DCR achieves higher anticipation performance than
other competitors on the validation set. It is worth noting
that both AVT and MeMViT are models trained on raw
video data, while we only use pre-extracted features. Be-
sides, the performance improvement on the Unseen par-
ticipants subset demonstrates the generalizability of our
framework even under the ‘zero-shot’ settings.

EGTEA Gaze+. As shown in Table 11, the activity antic-

TABLE 12
Activity anticipation results on the MECCANO test set.

Model Top-5 Accuracy % at different τa (s)

2 1.75 1.5 1.25 1.0 0.75 0.5 0.25

RULSTM [5] 54.7 56.0 56.6 57.7 58.2 60.0 61.3 63.4
Ub-RULSTM 60.3 61.5 61.2 62.3 62.7 63.9 64.0 65.7

DCR [74] / / / / 56.7 / / /
Ub-DCR / / / / 60.3 / / /

TABLE 13
Third-person activity anticipation results on 50 Salads.

Dataset 50 Salads

Observed 20 % 30 %

Predicted 10 % 20 % 30 % 50 % 10 % 20 % 30 % 50 %

RNN model [4] 30.1 25.4 18.7 13.5 30.8 17.2 14.8 09.8
Time-cond. [14] 32.5 27.6 21.3 16.0 35.1 27.1 22.1 15.6

ActionBanks [77] 25.5 19.9 18.2 15.1 30.6 22.5 19.1 11.2
CycleCons [92] 34.8 28.4 21.8 15.3 34.4 23.7 19.0 15.9

A-ACT [93] 35.4 29.6 22.5 16.1 35.7 25.3 20.1 16.3
SRL [6] 37.9 28.8 21.3 11.1 37.5 24.1 17.1 09.1

FUTR [78] 39.6 27.5 23.3 17.8 35.2 24.9 24.2 15.3
Ub-FUTR 40.7 28.5 24.2 18.4 36.3 25.5 24.9 16.2

ipation performance of Ub-RULSTM and Ub-DCR are both
higher than RULSTM and DCR at all anticipation times.

MECCANO. As shown in Table 12, the anticipation
performance of Ub-RULSTM and Ub-DCR are both higher
than RULSTM and DCR at all anticipation time settings.
This indicates that our framework is also effective on videos
exhibiting human behaviors in industry scenarios beyond
kitchen activities.

50 Salads. We conduct experiments under a long-term
anticipation setting. Following [4], the input is a particular
percentage (i.e., 20%) of each video, and the goal is to
anticipate the activities of the following sub-sequence with
a percentage (i.e., 10%, 20%, 30% and 50%) of the video. As
shown in Table 13, the performance of Ub-FUTR is higher
than FUTR at most anticipation timestamps. This indicates
that our framework is also effective in third-person video
activities under a long-term anticipation setting.
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TABLE 14
Activity anticipation results on the EK55 validation set.

Model Top-5 Accuracy % at different τa (s) Top-5 Acc. % @ 1s M Top-5 Rec. % @ 1s

2 1.75 1.5 1.25 1.0 0.75 0.5 0.25 Verb Noun Act Verb Noun Act

MCE [13] / / / / 26.1 / / / 73.4 38.9 26.1 34.6 32.6 6.5
VN-CE [25] / / / / 17.3 / / / 77.7 39.5 17.3 34.1 34.5 7.7

FHOI(I3D) [94] / / / / 25.5 / / / 76.5 42.6 25.5 / / /
VNMCE+T5 [13] / / / / 26.0 / / / 74.1 39.1 26.0 41.6 35.5 5.8

ED [86] 21.5 22.2 23.2 24.8 25.8 26.7 27.7 29.7 75.5 43.0 25.8 41.8 42.6 11.0
FN [87] 23.5 24.1 24.7 25.7 26.3 26.9 27.9 29.0 74.8 40.9 26.3 35.3 37.8 6.6
RL [88] 26.0 26.5 27.2 28.5 29.6 30.8 31.9 32.8 76.8 44.5 29.6 40.8 40.9 10.6
EL [89] 24.7 25.7 26.4 27.4 28.6 30.3 31.5 33.6 75.7 43.7 28.6 38.7 40.3 8.6

HORST [95] 25.5 26.4 27.8 29.2 30.7 31.5 32.5 33.5 77.7 46.3 30.7 36.5 44.3 10.9
SRL [6] 30.2 31.3 32.4 34.1 35.5 36.8 38.6 40.5 / / 35.5 / / /

ImagineRNN [90] / / 32.5 33.6 35.6 36.7 38.5 39.4 / / 35.6 / / /
ActionBanks [77] 30.9 31.8 33.7 35.1 36.4 37.2 39.5 41.3 / / 35.6 / / /

AVT+ [48] / / / / 37.6 / / / / / 37.6 / / /
DCR [74] / / / / 41.2 / / / 81.8 60.8 41.2 / / /

RULSTM [5] 29.5 30.8 32.2 33.4 35.3 36.3 37.4 39.0 79.6 51.8 35.3 43.8 49.9 15.1
Ub-RULSTM 30.1 31.5 33.1 34.3 35.8 36.8 38.4 39.9 80.4 53.5 35.8 44.8 53.0 16.0

DCR(TSM) [74] / / / / 33.2 / / / 67.4 53.3 33.2 / / /
Ub-DCR(TSM) / / / / 34.2 / / / 78.2 55.2 34.2 / / /

EPIC-KITCHENS-55. The comparison results on the
validation and test sets are shown in Table 14 and Table 16.
In Table 14, the anticipation performance of Ub-RULSTM
(or Ub-DCR) is significantly improved at most anticipation
timestamps. Our framework also improves the performance
of each backbone on the test set. Since the test set S2
contains kitchens that are not present in the training set,
this improvement shows that our method can generalize to
unseen scenes in video event anticipation.

Furthermore, by using the specially designed weights
to fuse the results of different models, DCR achieves higher
performance than other methods on validation and test sets.
Concretely, as shown in [74], on the validation set, DCR
fuses the anticipation results of models trained on the RGB
feature from TSM, TSN and irCSN152, and OBJ feature from
FRCNN with weight 1:1:1:1. On the test set, the results of
DCR are obtained by fusing the model predictions under
the RGB feature from TSM and irCSN152, and the ensemble
results of AVT model with weight 1:1:1 for test set S1 and
0.5:1.5:1.5 for test set S2. As the effectiveness of Ub-DCR
has been proved in the model ensemble setting in Table 7
and Table 10, we only compare Ub-DCR with DCR under
RGB feature from TSM model. The experimental results
show that our framework is still effective.

4.7 Ablation Studies

The ablation studies are conducted on RGB feature from
TSN model on the EK55 validation set. The results are
shown in Table 15, where ‘disadj’ and ‘optlabel’ mean the
distribution adjustment strategy and the construction of
more precise target activity labels, respectively. ‘srul’ and
‘trul’ indicate the sample-wise and temporal relative uncer-
tainty learning strategies, respectively.

The Effect of the Distribution Adjustment. By com-
paring the results of the Ub-Baseline and the row ‘-disadj’

TABLE 15
Ablation studies on each component of the framework.

Setting Top-5 Accuracy % at different τa (s)

2 1.75 1.5 1.25 1.0 0.75 0.5 0.25

Ub-Baseline 27.1 28.5 29.2 30.5 32.1 33.7 34.7 36.1

-disadj 26.9 27.7 28.8 29.9 31.6 32.2 33.6 35.2
-optlabel 26.2 27.0 28.5 29.7 31.2 32.5 33.8 35.4

-srul 26.7 27.5 28.8 30.0 32.0 32.4 34.2 35.5
-trul 26.3 27.4 28.7 29.8 31.6 33.1 34.1 35.8

Baseline 26.2 26.8 28.2 29.7 30.9 32.1 33.3 34.0

in Table 15, the performance decreases significantly without
distribution adjustment, which indicates the effectiveness of
using uncertainty value to adjust the generated probability
distribution of the target activity categories.

The Effect of the Sample-wise Relative Uncertainty
Learning. As shown in Table 15, without the sample-wise
relative uncertainty learning, the anticipation performance
is lower than Ub-Baseline. Besides, we conduct experiments
to see the effect of the number of samples employed in
this strategy. As shown in Table 17, utilizing more samples
will hinder the validity of this strategy and result in poor
anticipation performance at all timestamps, because of the
reduced diversity on the relative uncertainty value. With
the increasing number of samples, the difference between
their normalized relative uncertainty value will gradually
be narrowed, while the original absolute uncertainty value
differs greatly. Similar relative uncertainty values can not
guarantee the mixed feature to contain more information
from hard samples. Using such over-smoothed uncertainty
values to adjust the probability distribution of target activity
categories will lead to poor performance.

The Effect of the Temporal Relative Uncertainty Learn-
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TABLE 16
Activity anticipation results on the EK55 test set.

Setting Model Top-1 Acc. @ 1s Top-5 Acc. @ 1s

Verb Noun Act Verb Noun Act

S1

ATSN [25] 31.8 16.2 6.0 76.6 42.2 28.2
MCE [13] 27.9 16.1 10.8 73.6 39.3 25.3

ActionBanks [77] 31.4 22.6 16.4 75.2 47.2 36.4
SRL [6] 34.9 22.8 14.2 79.6 52.0 34.6

ImagineRNN [90] 35.4 22.8 14.7 79.7 52.1 35.0
MMTCN-TBN [7] 37.2 23.7 15.4 79.5 51.9 34.4

FHOI [94] 35.0 20.9 14.0 77.1 46.5 31.3
Ego-OMG [96] 32.2 24.9 16.0 77.4 50.2 34.5
MGRKD [91] 38.7 25.2 17.0 79.2 53.4 37.1

AVT+ [48] 34.4 20.2 16.8 80.0 51.6 36.5
A-ACT [93] 36.0 24.3 16.6 80.1 53.5 36.7

DCR [74] / / 17.7 / / 38.5

RULSTM [5] 33.0 22.8 14.4 79.6 51.0 33.7
Ub-RULSTM 33.0 23.0 14.8 79.7 52.2 34.5

DCR(TSM) [74] 31.0 18.2 11.7 64.1 41.4 26.4
Ub-DCR(TSM) 33.9 17.9 11.8 75.7 42.1 28.2

S2

ATSN [25] 25.3 10.4 2.4 68.3 29.5 6.6
MCE [13] 21.3 9.9 5.6 63.3 25.5 15.7

ActionBanks [77] 27.5 16.6 10.0 66.8 32.8 23.4
SRL [5] 27.4 15.5 8.9 71.9 36.8 22.1

ImagineRNN [90] 29.3 15.5 9.3 70.7 35.8 22.2
MMTCN-TBN [7] 30.7 14.9 8.9 72.0 36.7 21.7

FHOI [94] 28.3 14.1 8.6 70.7 34.4 22.9
Ego-OMG [96] 27.4 17.7 11.8 68.6 37.9 23.8
MGRKD [91] 29.3 16.6 10.4 70.8 37.8 23.1
A-ACT [93] 29.2 16.0 10.3 71.1 36.5 23.5
AVT+ [48] 30.7 15.6 10.4 72.2 40.8 24.3
DCR [74] / / 10.9 / / 24.8

RULSTM [5] 27.0 15.2 8.2 69.6 34.4 21.1
Ub-RULSTM 27.5 15.2 9.1 70.0 35.7 21.3

DCR(TSM) [74] 25.1 9.5 5.4 52.8 23.4 13.6
Ub-DCR(TSM) 25.6 9.8 5.9 65.8 26.1 14.5

TABLE 17
Ablation studies on the number of samples in the sample-wise relative

uncertainty learning.

Number Top-5 Accuracy % at different τa (s)

2 1.75 1.5 1.25 1.0 0.75 0.5 0.25

2 27.1 28.5 29.2 30.5 32.1 33.7 34.7 36.1
3 26.6 27.8 28.7 29.6 31.6 32.5 34.3 35.8
5 25.2 27.1 28.0 29.0 30.6 31.5 33.1 35.4
10 24.3 24.8 25.7 26.8 28.2 29.3 30.8 32.3

ing. From Table 15, we can find that the anticipation perfor-
mance is degraded at varying degrees at most timestamps
without the temporal relative uncertainty learning strategy,
which shows that this strategy is particularly useful in mod-
eling video content with temporal evolution characteristics.

The Effect of the Mean Operation on Uncertainty
Vector. We compare the mean pooling operation we uti-
lized with maximum and minimum pooling operations to
assess the effectiveness of the way to obtain the uncertainty
value. As shown in Table 18, the results indicate that the
mean pooling operation achieves the best anticipation per-

TABLE 18
Ablation studies about the mean operation on uncertainty vector.

Setting Top-5 Accuracy % at different τa (s)

2 1.75 1.5 1.25 1.0 0.75 0.5 0.25

max 26.5 27.4 28.8 29.8 31.8 32.9 33.4 35.6
min 26.9 27.9 28.9 30.0 31.6 33.2 34.9 35.9

mean 27.1 28.5 29.2 30.5 32.1 33.7 34.7 36.1

TABLE 19
Ablation studies on the internal and external uncertainty matrices.

Setting Top-5 Accuracy % at different τa (s)

2 1.75 1.5 1.25 1.0 0.75 0.5 0.25

Baseline 26.2 26.8 28.2 29.7 30.9 32.1 33.3 34.0

+Ex 26.4 27.2 28.5 30.1 31.5 32.5 33.9 35.3
+In 26.9 28.1 29.2 30.3 31.8 32.7 34.1 35.4

+Ex & In 27.1 28.5 29.2 30.5 32.1 33.7 34.7 36.1

formance. The superiority of mean pooling stems from its
inclusion of all elements in the uncertainty vector, providing
an overall understanding of data uncertainty. It results in a
more precise adjustment of the probability distribution for
target activities based on video data and activity evolution
characteristics. Furthermore, the mean operation reduces
the impact of noise and outliers within the uncertainty
vector. As a result, it yields a more stable estimate that is
less susceptible to extreme values.

The Effect of the Constructed Labels. By comparing
the Ub-Baseline and ‘-optlabel’ in Table 15, it becomes evi-
dent that our constructed target activity labels consistently
improve the anticipation performance in most cases, which
proves the validity of this strategy. Further, we reveal the
advantages of this strategy from two aspects.

First, we evaluate the rationality of the internal and
external uncertainty matrices used in this strategy. We in-
troduce three variants of this strategy to train the Baseline
model. The ‘Ex’ means only using the external uncertainty
matrix, the ‘In’ indicates only using the internal uncertainty
matrix, and the ‘Ex & In’ means using both. As presented
in Table 19, the external uncertainty matrix boosts the top-
5 accuracy of the anticipation results from 34.0% to 35.3%
at anticipation timestamp 0.25s. Additionally, we can well
perceive the effectiveness of the internal uncertainty matrix
by observing the performance gap between Baseline and
Baseline+In. The performance is further improved when
we use both uncertainty matrices. Notably, the performance
gap between Baseline and the ‘In’ is more significant than
that between Baseline and the ‘Ex’, which indicates that
the internal uncertainty matrix provides more valuable
guidance than the external uncertainty matrix since it is
directly obtained through dataset statistics. In comparison,
the knowledge expressed by the external uncertainty matrix
tends to be more general and dataset-independent.

Second, we validate the strength of our proposed label
representation compared to one-hot labels and the label
smoothing approach. We construct four kinds of labels to
train the Ub-Baseline, ‘one-hot’ means using the original
target activity label, ‘ls (0.2)’ or ‘ls (0.4)’ means using label
smoothing with smooth value 0.2 or 0.4. As shown in Ta-
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TABLE 20
Ablation study on the generalization ability of the relative uncertainty learning strategy.

Model Overall % @ 1s Unseen % @ 1s Tail % @ 1s Uncertain % @ 1s Tail & Uncertain % @ 1s

Verb Noun Act Verb Noun Act Verb Noun Act Verb Noun Act Verb Noun Act

Ub-DCR* 28.7 29.7 12.9 29.3 24.9 10.9 22.9 23.5 11.0 27.8 40.2 15.7 21.5 28.1 12.7
Ub-DCR 32.8 34.1 16.2 33.0 25.0 11.6 28.9 30.4 15.7 32.2 40.9 16.4 27.7 32.0 14.7

TABLE 21
Ablation studies on the strength of the proposed labels.

Setting Top-5 Accuracy % at different τa (s)

2 1.75 1.5 1.25 1.0 0.75 0.5 0.25

one-hot 26.0 26.9 27.8 29.4 31.2 32.0 33.5 35.0
ls (0.2) 27.0 27.6 29.1 30.1 31.8 33.1 34.5 35.8
ls (0.4) 27.0 27.8 29.2 30.3 32.0 32.9 34.2 35.8
ours 27.1 28.5 29.2 30.5 32.1 33.7 34.7 36.1

ble 21, the label smoothing strategy can improve the antici-
pation performance because it can avoid model over-fitting.
Our strategy surpasses them all by better treatment on the
correlated activity labels in the video content evolution.

The Generalization Ability of the Relative Uncer-
tainty Learning Strategy. To demonstrate the generalization
ability of our relative uncertainty learning strategy when
confronted with high uncertainty categories in long-tailed
distributions setting, we construct the ‘Uncertain’ Classes
and ‘Tail & Uncertain’ Classes validation subsets on EK100
except the original Unseen Classes and Tail Classes valida-
tion subsets. In particular, for each activity class pair, we
merge the acquired internal and external uncertainty values
and then rank them by their merged values in descending
order. Subsequently, we select activity classes whose merged
value is greater than the given threshold to form the ‘Uncer-
tain’ Classes validation subset. Correspondingly, the ‘Tail &
Uncertain’ Classes validation subset are activity categories
shared by the subsets of tail classes and uncertain classes
in the validation set. We compare Ub-DCR and Ub-DCR*,
where Ub-DCR* is identical to Ub-DCR except for excluding
the relative uncertainty learning strategy. On this basis, we
compare the performance gap between Ub-DCR and Ub-
DCR* on ‘Unseen’ classes, ‘Tail‘ classes, ‘Uncertain’ classes,
and ‘Tail & Uncertain’ classes in Table 20. We conclude
that our relative uncertainty learning strategy significantly
enhances the generalization capability when handling ‘Un-
seen’ classes, ‘Tail’ classes and classes of high uncertainty.

Qualitative Analysis. We visualize the anticipation re-
sults of DCR, Ub-DCR, RULSTM and Ub-RULSTM back-
bones on the RGB feature from TSN on EK100 validation
set in Figure 11(a) and Figure 11(b). We can see that there
are situations in which Ub-DCR (or Ub-RULSTM) gives
the correct target activity anticipation results, but DCR (or
RULSTM) does not.

To enhance deeper comprehension of our framework, we
present some failure cases in Figure 12. In the first instance,
a lack of significant semantic correlation between observed
activities and the target activity renders our constructed
labels less effective, resulting in erroneous anticipation. In
the second example, given the observed video clip, despite

DCR: take spoon, turn off light, adjust 

heat, turn off hob, take rubbish

Ub- DCR: open microwave, take towel, 

turn off light, take pear, choose pear 

Uncertainty value: 0.38

DCR: take hob, take pizza, , turn off 

hob, take aubergine, adjust hob

Ub- DCR: wash oven, wash top, take 

pizza, wash hob, throw sausage 

Uncertainty value: 0.36

(a) The top-5 anticipation results of the DCR and Ub-DCR.

RULSTM: mix pasta, open lid, put 

spoon, adjust hob, put lid

Ub-RULSTM: open lid, close lid, mix 

sauce, put lid, mix pasta 

Uncertainty value: 0.57

RULSTM: peel banana, put liquid, 

wash hob, put cloth, put peach

Ub-RULSTM: cut peach, put liquid, 

put peeler, move bottle, peel banana

Uncertainty value: 0.55

(b) The top-5 anticipation results of the RULSTM and Ub-RULSTM.

Fig. 11. Visualization of the anticipation results. The ground-truth activity
category is marked with red color.

Label: take board:chopping

Top-5 Ant: take box, take cereal, take floor, 

take cupboard, search container

Uncertainty value: 0.40

Label: take bottle

Top-5 Ant: take olive, take alarm, take oil, 

take pin:rolling, take mushroom

Uncertainty value: 0.42

Fig. 12. The failure case visualization. The top-5 results of Ub-DCR on
anticipation timestamp 1s are shown on the right.

anticipating the operator retrieving objects from the refrig-
erator, the observed video lacks information specific to the
target activity. Given the numerous potential future activ-
ities, our framework’s anticipation may be inaccurate as
the dataset assigns a single target activity. Nonetheless, our
framework’s top-5 anticipation results remain reasonable.

5 WEAKNESS

Despite that our uncertainty-boosted video activity antici-
pation framework performs fairly well in uncertainty mod-
eling and improves the activity anticipation performance of
various backbones, there are still several issues to consider.

• We focus on investigating the data uncertainty of the
video activity anticipation task. It is worth noting
that there is substantial potential for future research
in developing more effective methods for simultane-
ously modeling both data and model uncertainty.

• The internal uncertainty matrix is dataset-depend,
making it hard to be transferred to other data do-
main. One may need to develop a more general
calculation scheme if we apply similar ideas to video
foundation model training.

• To ensure the accuracy of uncertainty values, we
need to choose appropriate values of α and β for
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different backbones, which leads to a slight increase
in the model complexity.

6 CONCLUSION

In this paper, we systemically investigate the uncertainty
learning problem for the video activity anticipation and
propose an uncertainty-boosted robust activity anticipation
framework that can be plugged into a wide range of existing
models with slight effort. It produces an uncertainty value to
indicate the credibility of the model results. Our method sig-
nificantly improves the robustness of existing models when
dealing with samples with high uncertainty and activity
categories with high uncertainty or long-tailed distributions.
The proposed activity evolution uncertainty measurement
provides inspiration for explainable and trustable video
understanding. Furthermore, the distribution adjustment
and relative learning strategies can enlighten various video
comprehension tasks such as long-term video classification.
In future work, we aim to develop video understanding
models with strong interpretation and high performance by
injecting the uncertainty modeling deeper into the model
inside and at a finer granularity and accordingly, achieving
better regulation of the model learning behavior.
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