
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 1

Learning Prompt-Enhanced Context Features for
Weakly-Supervised Video Anomaly Detection

Yujiang Pu , Xiaoyu Wu , Lulu Yang, and Shengjin Wang , Senior Member, IEEE

Abstract—Video anomaly detection under weak supervision
presents significant challenges, particularly due to the lack of
frame-level annotations during training. While prior research
has utilized graph convolution networks and self-attention mech-
anisms alongside multiple instance learning (MIL)-based classifi-
cation loss to model temporal relations and learn discriminative
features, these methods often employ multi-branch architectures
to capture local and global dependencies separately, resulting
in increased parameters and computational costs. Moreover,
the coarse-grained interclass separability provided by the bi-
nary constraint of MIL-based loss neglects the fine-grained
discriminability within anomalous classes. In response, this paper
introduces a weakly supervised anomaly detection framework
that focuses on efficient context modeling and enhanced semantic
discriminability. We present a Temporal Context Aggregation
(TCA) module that captures comprehensive contextual infor-
mation by reusing the similarity matrix and implementing
adaptive fusion. Additionally, we propose a Prompt-Enhanced
Learning (PEL) module that integrates semantic priors using
knowledge-based prompts to boost the discriminative capacity
of context features while ensuring separability between anomaly
sub-classes. Extensive experiments validate the effectiveness of
our method’s components, demonstrating competitive perfor-
mance with reduced parameters and computational effort on
three challenging benchmarks: UCF-Crime, XD-Violence, and
ShanghaiTech datasets. Notably, our approach significantly im-
proves the detection accuracy of certain anomaly sub-classes,
underscoring its practical value and efficacy. Our code is available
at: https://github.com/yujiangpu20/PEL4VAD.

Index Terms—Anomaly Detection, Context Aggregation,
Prompt Learning, Weak Supervision.

I. INTRODUCTION

V IDEO Anomaly Detection (VAD) is the process of
identifying unusual events or behaviors that diverge from

normal patterns in video streams [1]–[3]. With the increasing
ubiquity of surveillance cameras, relying solely on human
supervision is inadequate for meeting the demands of practical
applications. Consequently, there’s a burgeoning need for ef-
ficient and accurate automated VAD methods. These methods
are crucial across various sectors, including security, indus-
trial monitoring, healthcare, and social media analysis, where
they help mitigate potential threats and enhance operational
efficiency, thereby holding significant practical value.

Unlike classical action recognition tasks, gathering relevant
videos for anomaly detection is challenging due to the rarity
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and sensitive nature of anomalous events. The prevailing ap-
proach treats anomaly detection as a semi-supervised learning
task [4], where the model learns the patterns of normal behav-
ior during training and identifies deviations as anomalies [5]–
[10]. These approaches don’t require detailed annotations but
often mistakenly identifies unseen samples as anomalies due
to the incomplete representation of normal patterns, resulting
in high false alarm rates.

Recently, there’s been a notable shift toward developing
more robust algorithms for anomaly detection, with a specific
focus on weakly supervised methods [11]–[15]. These offer
several advantages over semi-supervised approaches: 1) They
incorporate both normal and abnormal videos in training,
enabling more discriminative representation learning. 2) They
require only video-level annotations, indicating the presence
but not the exact timing of anomalies. 3) They facilitate
the creation of large-scale datasets due to less stringent
annotation requirements. Owing to these benefits, weakly
supervised methods have demonstrated superior performance,
significantly outshining their semi-supervised counterparts.

To effectively model the temporal dynamics of anomalous
events, which vary significantly in duration, it’s crucial to
understand the contextual information within video snippets.
Existing methods, such as graph convolutional networks [16]
and self-attention mechanisms [17], aim to capture these tem-
poral relationships. However, each has its limitations: graph
convolutions only consider local node aggregates, potentially
missing the broader context of anomalies, while self-attention
mechanisms, despite capturing global correlations, might in-
troduce irrelevant noise. To refine this understanding, Wu et al.
[18] and Tian et al. [13] devised networks that integrate local
and global contexts through parallel structures. Although these
approaches enhance context modeling by mitigating long-
range noise interference, they come at the cost of increased
computational complexity and parameter count, which can
lead to overfitting and hinder practical deployment.

Furthermore, the inherent diversity and complexity of
anomalies pose additional challenges. Anomaly datasets of-
ten showcase large intra-class variance and minimal inter-
class variation, with examples ranging from fixed-camera
surveillance footage to artistically varied film and TV content.
Addressing this requires a robust detection pipeline capable
of navigating these complexities. While recent methods aim
to construct a compact normal manifold [12] and introduce
additional binary constraints [19] for discriminative learning,
they often neglect the distinct visual characteristics within
anomaly classes and fail to capture the specific semantics of
various anomalies. This oversight leads to poor interpretability
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Fig. 1. Comparison of different methods for prompt construction. (a)
Hand-crafted prompt. (b) Learnable prompt. (c) Knowledge-based prompt
(Ours). The context features are enhanced by cross-modal alignment with
the corresponding prompt features.

and an increased risk of misclassification.
In light of these limitations, our motivation is twofold: 1)

to develop an approach that balances the need for detailed
temporal modeling with computational efficiency, thereby ad-
dressing the high parameter count and low efficiency issues
inherent in multi-branch structures. 2) to construct a method
that recognizes and interprets the diversity and complexity of
anomaly semantics more effectively than existing models.

In this paper, we firstly introduce a Temporal Context
Aggregation (TCA) module designed to capture temporal
relations across video snippets more efficiently than the cur-
rent parallel architectures [13] [18] [20] [21]. This module
distinguishes itself by reutilizing the similarity matrix, thereby
reducing the computational load and parameter count. It also
incorporates a learnable factor to adaptively fuse local and
global contexts and introduces a Dynamic Position Encoding
(DPE) with a parametric kernel function to accurately model
the relative positions of video snippets. As evidenced by the
results in Section IV, our TCA module demonstrates superior
performance with a more streamlined and cost-effective design
compared to existing methods.

Secondly, we propose a Prompt-Enhanced Learning (PEL)
module, drawing inspiration from prompt learning [22]. Unlike
existing methods [23]–[26] that rely on hand-crafted or learn-
able prompts, our approach leverages an external knowledge
base, i.e., ConceptNet [27], to construct prompt templates, as
demonstrated in Figure 1. These templates are contextually
rich and possess a degree of interpretability, offering a nu-
anced understanding of the specific semantics of anomalies.
By aligning anomalous contexts with corresponding prompt
features and distancing non-anomalous contexts, our PEL
module injects rich semantics into visual features, enhancing
fine-grained discriminability and inter-class separability. This
innovative approach fosters the development of a more dis-
cerning decision boundary in the embedding space.

Finally, considering that anomalies in videos generally ex-
tend across several frames, we utilize a plug-and-play score

smoothing (SS) strategy during the testing phase to address
potential mis-classifications due to transient disturbances such
as frame jitter or switching. This module applies average
pooling to consecutive anomaly scores, thereby suppressing
individual biases and mitigating the impact of ephemeral noise
inconsistent with the typical duration of an anomaly.

The main contributions of this paper are succinctly outlined
as follows:

1) We introduce a Temporal Context Aggregation (TCA)
module that leverages a reused similarity matrix and
adaptive fusion for efficient and effective video anomaly
detection. This module demonstrates enhanced encoding
performance while significantly reducing the parameter
count and computational expense.

2) We present a Prompt-Enhanced Learning (PEL) mod-
ule designed to augment fine-grained contextual under-
standing. This is achieved through the construction of
knowledge-based prompts, precise context separation,
and cross-modal alignment, thereby enriching the seman-
tic discrimination of the model.

3) Our model exhibits competitive performance across
three benchmark datasets: UCF-Crime, XD-Violence, and
ShanghaiTech. Notably, it shows an approximate 10% im-
provement in detection accuracy for certain fine-grained
anomalies, underscoring its practical efficacy.

The remainder of the paper is structured as follows: Section
II reviews related work in video anomaly detection and prompt
learning. Section III delineates the proposed method in detail.
Section IV presents comparative results with state-of-the-art
methods on benchmark datasets and validates the effectiveness
of each component through ablation studies. Finally, Section
V concludes the paper, reflecting on findings and future
directions.

II. RELATED WORK

A. Video Anomaly Detection

Early studies [28]–[31] treated anomaly detection as a semi-
supervised task, utilizing statistical models with hand-crafted
features. These approaches, however, suffered from limited
representational capacity, leading to suboptimal robustness
and generalization. Recent advancements in deep learning
have spurred the development of more sophisticated anomaly
detection techniques. Some methods [32]–[35] aim to create
a one-class classifier that delineates normality in a latent
space, identifying deviations as anomalies. Yet, without prior
knowledge of anomalies, these models may mislabel complex
or unseen normal samples as anomalous. Other strategies [36]–
[39] postulate that anomalies manifest as larger reconstruction
or prediction errors, assuming normality can be accurately
reconstructed or predicted. However, these methods are prone
to overfitting and may reconstruct or predict anomalies well.

Recent research has pivoted towards weakly supervised
anomaly detection, leveraging both normal and abnormal
samples with video-level annotations. These methods generally
categorize into two paradigms: one-stage methods utilizing
Multiple Instance Learning (MIL) and two-stage self-training
strategies. Sultani et al. [11] introduced a deep MIL model
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optimizing a margin ranking loss to enhance the differen-
tiation between positive and negative snippets. Tian et al.
[13] developed Robust Temporal Feature Magnitude (RTFM)
learning, detecting subtle anomalies through feature similarity
and temporal continuity. Cho et al. [40] devised Class-Activate
Feature Learning (CLAV) to extract distinctive features and
employed relative distance learning to accentuate their dif-
ferences, alongside the Context-Motion Interrelation Module
(CoMo) for analyzing scene-related motion anomalies. Con-
versely, Lv et al. [41] proposed an unbiased MIL approach that
considers both confident and ambiguous snippets, enhancing
the detector’s ability to differentiate between normal and
abnormal events without relying on contextual biases.

Two-stage self-training methods have emerged to generate
high-confidence pseudo-labels for video snippets, recasting
weakly supervised anomaly detection as a supervised task with
noisy labels. Zhong et al. [20] employed a graph convolution
network to refine these labels and iteratively enhance the
anomaly classifier. Feng et al. [42] proposed utilizing multi-
instance pseudo label generation to fine-tune feature encoders,
thereby yielding task-specific discriminative features. Li et al.
[43] introduced Multi-Sequence Learning (MSL), a method
that incrementally optimizes reduced sample lengths to refine
localization boundaries. Zhang et al. [15] introduced a multi-
head module to generate varied pseudo labels and an iterative
uncertainty-based training strategy that refines the process by
prioritizing clips with lower uncertainty.

In parallel, several studies have leveraged multimodal in-
formation to enhance video anomaly detection. Wu et al.
[18] proposed HL-Net, integrating appearance, motion, and
audio for a comprehensive multimodal approach. Yu et al.
[44] utilized a dual-stream network to improve instance clus-
tering and employ self-distillation to minimize the semantic
gap between unimodal and audio-visual features. Wei et al.
[45] introduced the MSAF framework, employing multimodal
MIL ranking loss to generate pseudo clip-level labels and
a supervise-attention regression loss in feature learning to
foster implicit alignment between different modalities. Pu
et al. [46] enhanced contextual video representation through
cross-modal interactions between audio and visual elements,
utilizing temporal convolution to compute high-confidence
scores for specific events like violence.

While numerous methods have explored temporal relation
modeling, many depend on parallel branches that introduce
additional parameters and computational demands. In contrast,
our approach presents two significant advantages. Firstly, the
TCA module capitalizes on the reuse of the similarity matrix to
concurrently capture local-global dependencies. This strategy
outperforms methods requiring extra branches [13], [18], [21],
and [47], while minimizing both parameters and computa-
tional load. Secondly, diverging from techniques that construct
normality prototypes from the data itself, like [12] and [19],
our PEL module introduces anomaly priors into the model
using external knowledge. This approach not only enriches
the semantics of visual features but also notably advances the
fine-grained anomaly detection capabilities of our model.

B. Prompt Learning in Video Understanding

Prompt learning, initially introduced in natural language
processing, aims to utilize pre-trained models for few-shot
or zero-shot scenarios by designing appropriate prompt tem-
plates. This technique has recently been extended to video
understanding tasks. Wang et al. [24] demonstrated this by
aligning video clips with prompt embeddings of category
labels for action recognition. They incorporated category la-
bels as prefixes, fill-in-the-blanks, and suffixes into prompt
templates, thereby significantly outperforming single category
prompts. Similarly, Ju et al. [26] crafted prompt templates by
merging category labels with learnable vectors, examining the
impact of label positioning within the templates. Despite these
advancements, manual prompt design remains laborious, and
models are highly sensitive to template content [48]. While
parametric prompts eliminate the need for linguistic priors,
they often result in abstract and cryptic strings.

Recently, Yao et al. [49] leveraged WordNet’s [50] defi-
nitions to formulate prompt templates and created additional
category label descriptions using a concept dictionary. This
method significantly advanced open-vocabulary object detec-
tion tasks. Inspired by their work, we introduce a novel
prompt-enhanced learning strategy for video anomaly detec-
tion. Unlike previous methods, we extract anomaly-relevant,
class-specific concepts from ConceptNet [27] to augment
contextual information. Our objective is to improve visual
features through external prompts. We achieve this by in-
fusing semantic information into visual features via cross-
modal alignment, rather than bidirectional matching, ensuring
reliance solely on visual features during testing.

III. THE PROPOSED METHOD

In this section, we will introduce the proposed method
for weakly-supervised video anomaly detection. Firstly, we
present the overall framework, followed by a detailed elabo-
ration of the core components.

A. Overall Framework

The overall framework of our method is shown in Figure
2. Specifically, an untrimmed video is first divided into non-
overlapping snippets by a sliding window of 16 frames.
Subsequently, we use a pre-trained I3D network [51] to extract
the snippet features X, which are fed into the TCA module
to generate context features Xc. After that, feature reduction
is achieved through a two-layer multilayer perceptron (MLP),
with the PEL module applied to the middle layer to learn dis-
criminative features Xe via knowledge-based prompts. Finally,
the classifier predicts snippet-level anomaly scores S. During
the training phase, the MIL-based loss function converts the
snippet-level scores into bag-level predictions to learn high
activations for anomalous cases, where the subscripts a and n
denote abnormal and normal videos, respectively.

B. Temporal Context Aggregation Module

As previously discussed, the Temporal Context Aggregation
(TCA) module, depicted in Figure 2, diverges from the con-
ventional multi-branch parallel frameworks used in existing
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Fig. 2. Overview of the proposed framework. We first process untrimmed videos using a pre-trained I3D network to extract snippet features. The TCA module
then simultaneously captures both local and global contexts. High-level representations are derived using a two-layer MLP, with the PEL module operating
in the middle layer to learn fine-grained semantics for context features. Finally, a causal convolution layer functions as a classifier to predict snippet-level
anomaly scores. During the training stage, the model is optimized using both cross entropy loss Lce and KL-divergence loss Lkd.

methods. It concurrently models global-local dependencies by
leveraging a similarity matrix and adaptive fusion. The snippet
feature X is first projected to the latent space by different
linear layers, and the similarity matrix M is obtained by
computing the inner product as follows:

M = fq(X) · fk(X)⊤, (1)

Ag = softmax(
M√
Dh

), (2)

Xg = Ag · fv(X), (3)

where fq(·), fk(·) and fv(·) are three different linear layers,
⊤ refers to the transpose operation, and Dh is the hidden
dimension in the latent space. Softmax normalization is then
applied to generate the global attention map Ag . The projected
snippet feature is re-weighted by the attention map to obtain
the global context feature Xg .

Although the above operation facilitates global context
modeling, it inevitably introduces long-range noise. To address
this issue, we implement local context calibration by reusing
the similarity matrix with a masking window, which can be
formulated as:

M̃ij =

{
Mij , if j ∈

[
max(0, i−

⌊
w
2

⌋
),min(i+

⌊
w
2

⌋
, T )

]
−∞, otherwise

(4)

Al = softmax(
M̃√
Dh

), (5)

Xl = Al · fv(X), (6)

where w is the window size of the mask and T is the maximum
length of the input sequence. Eq. (4) ensures that the ith

snippet interacts only with its neighborhood of window size
w. The lower bound of this window is the earliest moment
that can be historically observed, and the upper bound is
the maximum length of the sequence. Similarly, the projected
snippet feature is re-weighted with the attention map Al to
obtain local calibration features Xl, which can effectively
capture slight changes and achieve feature enhancement in the
local neighborhood.

Subsequently, we resort to a learnable fashion rather than
direct concatenation or average pooling to achieve local-global
contextual adaptive fusion, allowing the model to dynamically
balance the importance of global temporal patterns and local
nuances. The fusion process is formulated as follows:

Xo = α ·Xg + (1− α) ·Xl, (7)

Xc = LN(X+ fh(Norm(Xo))), (8)

where α and 1 − α denote the global and local weight for
context fusion, respectively, and Norm(·) denote a combina-
tion of power normalization [52] and L2 normalization. Then
a linear layer fh(·) followed by residual connection and layer
normalization LN(·) is applied to obtain context feature Xc.

In addition, considering the importance of position infor-
mation, we introduce Dynamic Position Encoding (DPE) to
model the relative distances of snippets, formulated as:

G = exp(−|γ(i− j)2 + β|), (9)

where i and j denote the absolute positions of two snippets,
and γ and β are learnable weights and bias terms. In particular,
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the DPE is embedded into the similarity matrix M as a
location prior, i.e., M←M+G, thus avoiding affecting the
original feature distribution. Unlike fixed position encodings in
[17], DPE adapts to varying video lengths due to its dynamic
nature. Also, the Gaussian-like kernel of DPE inherently sup-
presses the influence of long-distance noise, which emphasizes
closer snippet relationships over distant ones implies an innate
sensitivity to non-linear patterns.

C. Multilayer Perceptron and Classifier

To obtain high-level semantic representations, a two-layer
MLP is utilized for feature reduction. Each Conv1D layer is
followed by a GELU activation and dropout operation. This
process is denoted as follows:

Xe = Dropout(GELU(Conv1D(Xc))),

Xs = Dropout(GELU(Conv1D(Xe))).
(10)

Finally, a causal convolution layer is employed to predict
snippet-level anomaly scores, which considers both current
and historical observations to obtain more reliable results. The
classifier is formulated as:

S = σ(ft(X
s)), (11)

where ft(·) is the causal convolution layer with kernel size
∆t, σ(·) is the sigmoid function, and si is the anomaly score
of the ith snippet.

Following [12], we adopt the MIL-based loss as the basic
objective function. Specifically, we determine the video-level
prediction pi by taking the mean value of the top-k anomaly
scores. For positive bags, we set k = ⌊T/16 + 1⌋, and for
negative bags, we set k = 1. Given a mini batch containing
B samples with video-level ground-truth yi, the binary cross-
entropy is formulated as:

Lce =

B∑
n=1

−yi log(pi). (12)

D. Prompt-Enhanced Learning

The PEL module aims to enrich the visual representations
by incorporating knowledge-based contextual information,
thereby enhancing the model’s ability to identify anomalies
in intricate scenarios. Specifically, the PEL module comprises
three steps, namely prompt construction, context separation,
and cross-modal alignment, as depicted in Figure 2.

1) Prompt Construction: Considering the versatility of
prompts, we first select 12 common relations1 from Concept-
Net as the pre-retrieval semantics, followed by choosing the
top five items with the highest occurrence frequency across
all categories as the retrieval relations, denoted as {rj}Rj=1.
The concept dictionary D is then constructed by retrieving all
edges of the relation rj established with a given class c as the
head or tail node, as illustrated in Figure 3. The non-category
node in each edge is used as the key, and the relevance score

1The relations include: IsA, PartOf, HasA, UsedFor, CapableOf, Causes,
HasSubevent, HasPrerequisite, HasProperty, DefinedAs, MannerOf and
SimilarTo. The detailed description of each relation can be found at:
https://github.com/commonsense/conceptnet5/wiki/Relations.

Fig. 3. An example of concept dictionary given the anomaly class fighting.
The arrows point from the head node to the tail node with relevance scores,
and the colors indicate different relationships. The entire graph constitutes a
concept dictionary, where the bold items are those retained after node filtering.

of the edge is taken as the value. To remove noisy entries
that may interfere with the semantics of anomalies, we first
eliminate concepts with relevance scores less than or equal to
0 (Step 1). Next, the remaining entries are filtered by using
the average of the relevance scores as the threshold (Step 2).
In general, the higher the relevance score, the stronger the
semantic relationship between the nodes.

After obtaining the concept dictionary, we use a pre-
trained CLIP model [23] to extract the corresponding prompt
representations. For a given class c, a set of keys {kci }Ni=1

from the concept dictionary is first extracted as the context
prompt, which is then separately fed into the text encoder to
extract 512-dimensional feature vectors {Kc

i}Ni=1. Finally, the
average of all feature vectors is regarded as the knowledge-
based prompt feature, denoted as follows:

Tc =
1

N

N∑
i=1

Kc
i , (13)

where N denotes the number of keys. The prompt represen-
tation incorporates relevant concepts from multiple relations
and facilitates the semantic enhancement of visual features.

2) Context Separation: Since snippet-level features don’t
encapsulate complete contextual details, aligning them directly
with prompt features could lead to inaccuracies in anomaly
localization. Therefore, it’s imperative to differentiate between
class-specific foreground and class-agnostic background in
successive snippets. We employ scaled anomaly scores as
activations to generate video-level foreground and background
features. These are represented as follows:

Afg =
exp (µS)− 1∑
t (exp (µSt)− 1)

, Vfg = AfgXe, (14)

Abg =
exp

(
µS̄

)
− 1∑

t

(
exp

(
µS̄t

)
− 1

) , Vbg = AbgXe, (15)

where St represents the anomaly score at the snippet-level, and
µ is a predefined scaling factor that cooperates with the exp(·)
operation to enhance high-confidence activations. In contrast,
S̄ = 1 − St represents the normal confidence of the current
snippet, and Xe denotes the middle-layer output of the MLP,
which shares the same dimension as Tc.

https://github.com/commonsense/conceptnet5/wiki/Relations
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3) Cross-modal Alignment: Finally, we present our ap-
proach to enhancing the fine-grained semantics of visual fea-
tures by aligning them with the prompt features, as illustrated
in Figure 2. For abnormal videos, foreground features Vfg

a are
matched with the corresponding abnormal prompt Tc

a, increas-
ing the chances of accurate abnormal behavior identification.
In contrast, background features Vbg

a are paired with the nor-
mal prompt Tc

n, maintaining normal classification within an
abnormal setting. For semantically inconsistent video-prompt
pairs, repulsion is achieved by minimizing the cosine distance
of all negative pairs, further forming discriminative decision
boundaries. The process is formulated as:

ψ (V,T) =
V ·T⊤

∥V∥ ∥T∥
, (16)

pv2ti (V) =
exp (ψ (V,T) /τ)∑C+1

k=1 exp (ψ (V,Tk) /τ)
, (17)

where ψ(·) measures the cosine similarity between the visual
representation V ∈

{
Vfg

a

⋃
Vbg

a

⋃
Vfg

n

}
and the textual

representation T ∈ {Tc
a

⋃
Tc

n}. Probability pv2t(·) estimates
how likely a visual feature matches a specific prompt across
C anomaly classes and 1 normal class, where τ is a tem-
perature coefficient. Finally, the cross-modal alignment loss is
computed using the Kullback-Leibler divergence, which forces
the network to learn to distinguish between the visual content
of the video that represents abnormal behavior (foreground)
and the content that is not relevant to the abnormal behavior
(background). The loss function is formulated as follows:

Lkd = Ep∼p(v)[log pv2t(v)− log qv2t(v)], (18)

where pv2t(v) and qv2t(v) denote the similarity score and se-
mantic consistency label of the video-prompt pair, respectively.
If it is a positive pair, q = 1; otherwise, q = 0.

E. Training and testing procedures

In the training phase, the overall objective function of our
model is denoted as:

L = Lce + λLkd, (19)

where the coefficient λ is utilized to adjust the alignment loss.
By optimizing this objective function, our model acquires the
ability to generate discriminative representations of positive
and negative snippets, while also effectively capturing the fine-
grained semantics of anomalies. As a result, the generalizabil-
ity of our model in complex situations is improved.

Considering the temporal consistency, we utilize a score
smoothing (SS) strategy in the testing phase to mitigate the
impact of transient noise that does not conform to the expected
duration of an anomaly. This strategy employs distinct pool-
ing operations to achieve optimal results. Given an anomaly
score sequence {si}Ti=1 and a pooling window of size κ, the
smoothing process can be expressed as follows:

s̃i =
1

κ

κe∑
i=κs

si, (20)

where κs and κe denote the start and end positions of pooling,
respectively. For a moving window, we set κs = ⌊i/κ⌋κ and

κe = (⌊i/κ⌋+ 1)κ − 1. For a sliding window, we define
κs = i and κe = i+κ− 1. In cases where the score sequence
is shorter than the window size, the remainder is padded
with zeroes. By smoothing the prediction scores, individual
biases can be effectively suppressed while further reducing
the occurrence of false alarms.

IV. EXPERIMENTS

In this section, we first introduce the datasets and imple-
mentation details of our framework. Subsequently, we make a
comparison between our approach and state-of-the-art meth-
ods. Finally, we assess the contribution of each component via
extensive ablation studies and qualitative analysis.

A. Datasets and Evaluation Metric

We perform experiments on three challenging anomaly
benchmarks, i.e., UCF-Crime [11], XD-Violence [18], and
ShanghaiTech [53] datasets. Details are given as follows:

1) UCF-Crime: It comprises 1900 surveillance videos with
a total duration of 128 hours, covering 13 real-world anoma-
lies, including abuse, robbery, explosion, and road accidents.
For the weakly supervised setting, the dataset is divided into
1610 training and 290 test videos, with only video-level
annotations available for training and frame-level annotations
provided for testing.

2) XD-Violence: It is the latest and largest multimodal
violence dataset containing 4754 untrimmed videos with a
total duration of 217 hours. The dataset includes 3954 training
and 800 test videos from various sources such as surveillance,
movies, car cameras, and games. The dataset covers six
types of violence, including abuse, car accidents, explosions,
fighting, riots, and shooting. Most of the videos in this dataset
contain artistic expressions such as camera movements and
scene switching, which poses a challenge for video anomaly
detection.

3) ShanghaiTech: It comprises 437 videos from 13 campus
scenes. The original version was used for semi-supervised
anomaly detection, where the training set consisted of only
normal videos. Zhong et al. [20] reorganized the dataset for
weakly supervised setting, with 238 videos in the training set
and 199 videos in the test set.

4) Evaluation Metric: For the UCF-Crime and Shang-
haiTech datasets, we use the area under the frame-level re-
ceiver operating characteristic curve (AUC) as the evaluation
metric. For the XD-Violence dataset, the area under the
precision-recall curve, also known as the average precision
(AP), is utilized as the standard evaluation metric. In addition,
to guarantee the reliability of anomaly prediction, a false
positive rate with a threshold value of 0.5, or false alarm rate
(FAR), is employed for evaluation. In general, the lower the
FAR, the more robust the model is to normal samples.

B. Implementation Details

1) Data Pre-processing: Following existing work [12], we
utilize the I3D network [51] pre-trained on Kinetics-400 for
feature extraction. For a fair comparison, we utilize a 10-
crop augmentation strategy, consisting of the center, four
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corners, and their mirrored counterparts, for the UCF-Crime
and ShanghaiTech datasets. In contrast, a 5-crop augmentation
strategy, consisting of the center and four corners, is employed
for the XD-Violence dataset as in [18].

2) Hyperparameter settings: The hidden dimension of the
TCA module is set to 128, and the fusion weight α is
initialized to 0.5. The two Conv1D layers of MLP have 512
and 300 nodes, respectively, both with a dropout rate of 0.1.
For the UCF-Crime, XD-Violence, and ShanghaiTech datasets,
we adopt local window sizes of 9, 9, and 5, respectively.
The causal convolution kernel size ∆t is set to 9, 3 and 3,
respectively, while the temperature coefficient τ is initialized
to 0.09, 0.05, and 0.2, respectively. The scaling factor µ for
context separation is set to 10, and the loss coefficient λ is set
to 1 for the UCF-Crime and XD-Violence datasets, while it is
set to 9 for the ShanghaiTech dataset.

3) Training and Test Details: During the training phase,
our model is trained using the Adam optimizer [54] with a
batch size of 128 and 50 epochs in total. The initial learning
rate for the three datasets is set to 5 × 10−4, with a cosine
decay strategy. For the balance of computational efficiency and
detection performance, the snippet sampling threshold in the
training phase is set to 200 as in [18] [12] [47] [55]. In the
testing phase, we apply sliding pooling with window sizes
of 7 and 3 to the UCF-Crime and ShanghaiTech datasets,
respectively. Moving pooling with a window size of 9 is
adopted for the XD-Violence dataset. More details can be
found in our supplementary materials.

C. Comparison With State-of-the-Art Methods

We report the state-of-the-art results on the three bench-
marks in Tables I-III. Notably, the weakly supervised-based
methods exhibit superior performance compared to the semi-
supervised learning methods across all datasets. The former,
which solely relies on normal videos during the training phase,
is susceptible to higher false alarms. This is primarily due to
the weak generalization of these methods to unseen samples.
On the other hand, the latter enables the model to learn
discriminative patterns of both normal and abnormal samples,
thus leading to better detection performance.

Our model achieves competitive results across three datasets
among all weakly supervised methods. Although our model’s
AUC value on the UCF-Crime dataset is lower than that
of UR-DMU [21] by 0.21%, we outperform UR-DMU on
the XD-Violence dataset with an absolute gain of 3.93%
AP and lower false alarm rates on both datasets. UR-DMU
employs an additional encoder layer to learn local features
with temporal masks, whereas our TCA module achieves
local-global context modeling by reusing the similarity matrix.
Additionally, UR-DMU introduces a dual memory unit to
store normal and abnormal patterns and enlarges the decision
boundary through a magnitude distance loss. In contrast,
our proposed PEL module enhances fine-grained detection
performance by considering the intra-class discriminability
of exceptions while ensuring inter-class separability. Notably,
our model even outperforms multimodal-based approaches,
namely CMA-LA [46] and MACIL-SD [44], with 2.19%

TABLE I
PERFORMANCE COMPARISON OF STATE-OF-THE-ART METHODS ON THE

UCF-CRIME DATASET

Supervision Method Feature AUC (%) FAR (%)

Semi-
supervised

Conv-AE [5] - 50.60 27.2
Lu et al. [30] - 65.51 3.1
GODS [35] BoW+TCN 70.46 2.1

Weakly-
supervised

MIL-Rank [11] C3D RGB 75.41 1.9
IBL [56] C3D RGB 78.66 -

Motion-Aware [57] PWC Flow 79.00 -
GCN [20] TSN RGB 82.12 0.1
MIST [42] I3D RGB 82.30 0.13

HL-Net [18] I3D RGB 82.44 -
MS-BSAD [47] I3D RGB 83.53 -

RTFM [13] I3D RGB 84.30 -
CRFD [12] I3D RGB 84.89 0.72
DDL [55] I3D RGB 85.12 -
MSL [43] I3D RGB 85.30 -

MLAD [58] I3D RGB 85.47 7.47
NL-MIL [19] I3D RGB 85.63 -

S3R [14] I3D RGB 85.99 -
Cho et al. [40] I3D RGB 86.10 -

CUPL [15] I3D RGB 86.22 -
UML [41] X-CLIP RGB 86.75 -

UR-DMU [21] I3D RGB 86.97 1.05
Ours I3D RGB 86.76 0.43

TABLE II
PERFORMANCE COMPARISON OF STATE-OF-THE-ART METHODS ON THE

XD-VIOLENCE DATASET

Supervision Method Feature AP (%) FAR (%)

Semi-
supervised

SVM baseline - 50.78 -
OCSVM [59] - 27.25 -
Conv-AE [5] - 30.77 -

Weakly-
supervised

MIL-Rank [11] C3D RGB 73.20 -
HL-Net [18] I3D RGB 75.44 -

CA-VAD [60] I3D RGB 76.90 -
RTFM [13] I3D RGB 77.81 -
CRFD [12] I3D RGB 75.90 -
DDL [55] I3D RGB 80.72 -
MSL [43] I3D RGB 78.28 -

NL-MIL [19] I3D RGB 78.51 -
S3R [14] I3D RGB 80.26 -

UR-DMU [21] I3D RGB 81.66 0.65
Cho et al. [40] I3D RGB 81.30 -

ACF [61] I3D+VGGish 80.13 -
MSAF [45] I3D+VGGish 80.51 -
CUPL [15] I3D+VGGish 81.43 -

CMA-LA [46] I3D+VGGish 83.54 -
MACIL-SD [44] I3D+VGGish 83.40 -

Ours I3D RGB 85.59 0.57

and 2.05% gains on the XD-violence dataset, respectively.
Although the PEL module requires extra textual information in
the training phase, our model only requires appearance features
as input during inference. Furthermore, our model achieves a
new state-of-the-art performance on the ShanghaiTech dataset,
with a 0.54% improvement in AUC compared to Cho et al
[40]. For the first time, the false alarm rate is also reduced
to 0, indicating that the model has sufficient confidence and
robustness for normal samples.
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TABLE III
PERFORMANCE COMPARISON OF STATE-OF-THE-ART METHODS ON THE

SHANGHAITECH DATASET

Supervision Method Feature AUC (%) FAR (%)

Semi-
supervised

Mem-AE [6] - 71.20 -
HF2-VAD [62] - 76.20 -
AMP-Net [39] - 78.80 -

Weakly-
supervised

MIL-Rank [11] C3D RGB 86.30 0.15
IBL [56] C3D RGB 82.50 0.10

GCN [20] TSN RGB 84.44 -
CLAWS [63] C3D RGB 89.67 -
AR-Net [64] RGB+Flow 91.24 0.10
MIST [42] I3D RGB 94.83 0.05
CRFD [12] I3D RGB 97.48 -
RTFM [13] I3D RGB 97.21 -
MSL [43] VideoSwin 97.32 -

NL-MIL [19] I3D RGB 97.43 -
S3R [14] I3D RGB 97.48 -
UML [41] X-CLIP RGB 96.78 -

Cho et al. [40] I3D RGB 97.60 -
Ours I3D RGB 98.14 0.00

TABLE IV
THE CONTRIBUTION OF EACH COMPONENT. TCA: TEMPORAL CONTEXT

AGGREGATION. PEL: PROMPT-ENHANCED LEARNING. SS: SCORE
SMOOTHING.

Baseline TCA PEL SS
UCF

AUC (%)
XD

AP (%)
SHTech

AUC (%)
✓ ✗ ✗ ✗ 82.50 73.51 92.25
✓ ✓ ✗ ✗ 85.72 83.28 97.82
✓ ✓ ✓ ✗ 86.36 85.26 98.00
✓ ✓ ✓ ✓ 86.76 85.59 98.14

D. Ablation Studies

In this subsection, we perform extensive ablation studies to
verify the contribution of each component of our model.

1) Contribution of Each Component: Table IV details the
impact of each model component. The ‘Baseline’, comprising
MLP and the Classifier, is notably enhanced by the TCA
module, which yields substantial improvements of 9.77% and
5.57% on XD-Violence and ShanghaiTech datasets, respec-
tively. This underscores the importance of context model-
ing. The PEL module further advances detection across all
datasets, particularly notable with a 1.98% AP increase on
XD-Violence. This reflects the varied content sources of XD-
Violence compared to UCF-Crime and ShanghaiTech. The SS
strategy also demonstrates consistent, albeit smaller, improve-
ments across the benchmarks, confirming its effectiveness and
versatility.

2) Contribution of Components of the TCA module: Table
V shows that local context modeling significantly improves
baseline detection. In contrast, global context modeling de-
creases performance on UCF-Crime and ShanghaiTech but is
more effective on XD-Violence. We argue that global context
may introduce noise in fixed surveillance footage, reducing
feature discrimination, but is beneficial for diverse film and
TV content. Combining local and global contexts outperforms
the baseline by 9.54% and 5.37% on XD-Violence and Shang-
haiTech, respectively. This indicates the complementary roles
of these approaches. The improvement from DPE highlights

TABLE V
CONTRIBUTION OF INTERNAL COMPONENTS OF THE TCA MODULE.

DPE: DYNAMIC POSITION ENCODING.

Local Global DPE
UCF

AUC (%)
XD

AP (%)
SHTech

AUC (%)

✓ ✗ ✗ 84.64 77.29 92.79
✗ ✓ ✗ 82.30 80.80 85.65
✓ ✓ ✗ 85.18 83.05 97.62
✓ ✓ ✓ 85.72 83.28 97.82

TABLE VI
THE SUPERIORITY OF ADAPTIVE FUSION IN THE TCA MODULE.

Weight Global Local
UCF

AUC (%)
XD

AP (%)
SHTech

AUC (%)

Fixed

0.1 0.9 84.82 77.57 97.74
0.3 0.7 85.07 81.08 97.57
0.5 0.5 85.17 82.45 97.71
0.7 0.3 85.24 82.53 97.56
0.9 0.1 84.85 80.57 97.60

Learnable α 1− α 85.72 83.28 97.82

TABLE VII
COMPARISON OF DIFFERENT NORMALIZATION METHODS FOR ADAPTIVE

FUSION

Normalization
UCF

AUC (%)
XD

AP (%)
SHTech

AUC (%)
None 83.44 83.28 94.06
Power Norm 82.88 79.04 94.52
L2 Norm 85.09 73.92 97.48
Power + L2 Norm 85.72 71.13 97.82

the importance of relative distance in feature location.
Furthermore, Table VI demonstrates adaptive fusion’s su-

periority over fixed weights, showing better results across all
datasets. This supports the dynamic adjustment of local-global
context fusion to suit diverse videos. Table VII compares
normalization methods. Power and L2 normalization com-
bined yield optimal results on UCF-Crime and ShanghaiTech.
However, on XD-Violence, either normalization method sig-
nificantly reduces performance, likely affecting the dataset’s
diverse video source distribution. Consequently, we omit nor-
malization for XD-Violence in adaptive fusion to preserve
content diversity.

Finally, we visualize the correlation of context features to
demonstrate the encoding performance of the TCA module.
As shown in Figure 4, the heatmap demonstrates the cosine
similarity between the snippets. From this, we observe: 1)
UCF-Crime videos show less variability compared to XD-
Violence due to their fixed surveillance nature versus XD-
Violence’s complex scene and camera movements; 2) Local
features offer more discriminability than global features, which
tend to introduce more long-range noise; and 3) The aggrega-
tion of local and global features suppresses redundancies and
enhances snippet discriminability.

3) Analysis of Time–Space Complexity: This subsection
evaluates the Temporal Context Aggregation (TCA) module’s
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Fig. 4. Visualization of cosine similarity of context features. (a) and (b) are
videos from the UCF-Crime dataset. (c) and (d) are videos from the XD-
Violence dataset.

TABLE VIII
COMPARISON OF THE SPATIO-TEMPORAL COMPLEXITY OF DIFFERENT

METHODS

Method # Params # FLOPS
UCF-Crime

AUC(%)
XD-Violence

AP(%)
HL-Net† [18] 0.66M 133M 83.12 79.58
MTCM† [47] 13.27M 2.653G 83.15 78.92
RTFM† [13] 24.72M 791M 84.30 77.81
LA-Net [55] 2.69M 538M 83.67 79.18
LGTE† [65] 1.21M 241M 84.34 79.07

TCA 1.21M 241M 85.72 83.28
† refers to re-implementation in our baseline.

performance and efficiency against recent temporal modeling
techniques, shown in Table VIII. For a fair comparison, we
used open-source codes to reproduce existing modules and
integrated them into our baseline. HL-Net [18] uses dual graph
convolutional networks for global and local relationship mod-
eling. MTCM [47] employs multiple 1D convolution layers
for multi-scale context, and RTFM [13] uses self-attention
with pyramid dilated convolution for understanding temporal
relations. These methods significantly increase parameters and
computational demands. However, our TCA module, with
similar space-time complexity, outperforms LGTE [65] by
1.38% and 4.21% on UCF-Crime and XD-Violence datasets,
respectively. The TCA module’s success is due to its effective
use of the similarity matrix, maintaining contextual continuity.
This contrasts with LGTE’s channel grouping, which might
lose some feature channel details. TCA’s adaptive aggregation
and dynamic positional coding also improve snippet feature
uniqueness. Notably, the feature extraction model I3D can
achieve a processing speed of 263 FPS on a single Tesla A40
GPU when the input frame resolution is set to 224 × 224.
Subsequently, the anomaly detection model outputs anomaly
scores at 350 FPS (2.9 ms per frame), striking a good balance
between detection performance and efficiency.

TABLE IX
CONTRIBUTION OF NODE FILTERING IN PROMPT CONSTRUCTION

Method
UCF-Crime
AUC (%)

XD-Violence
AP (%)

None 85.34 84.35
step 1 85.87 84.61
step 1 + step 2 (fixed threshold) 86.31 85.10
step 1 + step 2 (dynamic threshold) 86.36 85.26

TABLE X
PERFORMANCE COMPARISON OF DIFFERENT PROMPT TEMPLATE

Prompt Template
UCF-Crime
AUC (%)

XD-Violence
AP (%)

{label} 85.95 84.69
{‘a video of’ + label} 85.55 84.51
{‘a long video of’ + label} 85.63 84.59
{label + WordNet Definition} [49] 85.92 84.14
{Learnable Prompt + label} [26] 85.48 84.48
{label + ConceptNet Relation} 86.36 85.26

TABLE XI
CONTRIBUTION OF CONTEXT SEPARATION IN THE PEL MODULE

Method
UCF-Crime
AUC (%)

XD-Violence
AP (%)

w/o context separation 85.71 79.79
w/ context separation 86.36 85.26

TABLE XII
CONTRIBUTION OF SCORE SMOOTHING STRATEGY

Method
UCF

AUC (%)
XD

AP (%)
SHTech

AUC (%)
None 86.36 85.26 98
moving window 86.65 85.59 98.03
sliding window 86.76 85.56 98.14

4) Contribution of Components of the PEL: Table IX first
evaluates the impact of node filtering in prompt construction.
Step 1 involves removing entries with relevance scores at or
below zero, while Step 2 applies a specific threshold to the
remaining entries. Step 1 enhances detection by 0.53% and
0.26% on UCF-Crime and XD-Violence datasets, respectively.
Step 2 with a dynamic threshold further improves performance
on both datasets, indicating effective reduction of redundant
entries. The dynamic threshold maintains relevant semantic
relationships, while a fixed threshold might include low-
relevance, potentially anomalous entries.

a) Prompt Templates Comparison: Different prompt
templates are compared in Table X. Category labels as prompts
increase detection by 0.23% and 1.41% on UCF-Crime and
XD-Violence, respectively, surpassing hand-crafted templates
and WordNet definitions. ConceptNet-based prompts further
improve performance by 0.41% and 0.57% on these datasets.
Using class-specific concepts based on semantic relations
aids in identifying co-occurring anomalous items. Threshold
filtering ensures the selection of highly relevant semantic
concepts, enhancing fine-grained visual information capture.
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b) Context Separation: As shown in Table XI, ‘w/o
context separation’ denotes the mean pooling operation of
snippet features and alignment with the corresponding prompt
features, leading to notable performance drops. Mean pool-
ing dilutes the anomalous region’s impact and introduces
background noise, skewing cross-modal alignment. Therefore,
context separation effectively minimizes background noise, en-
suring better semantic consistency between visual foreground
and prompt representations.

5) PEL’s Impact on Fine-Grained Anomaly Detection: As
shown in Figure 5(a), our PEL method demonstrates superior
anomaly detection capabilities on the UCF-Crime dataset,
outperforming RTFM [13] and UMIL [41] in most categories
with significant leads in Abuse (76.9%) and Assault (96.2%).
Its robust average AUC of 72.2% underscores its effectiveness
and potential applicability in security and surveillance. While
PEL excels in complex anomaly scenarios, it lags slightly
in Explosion, suggesting a need for refinement in detecting
abrupt anomalies. In Figure 5(b), the performance of the PEL
method in detecting various sub-classes of violence is con-
trasted with a baseline (w/o PEL). PEL consistently improves
detection across all categories, with significant AP gains in
Fighting (83.8% vs. 81.0%) and Abuse (70.5% vs. 61.5%).
These improvements suggest that PEL effectively captures
the nuances of complex, dynamic events. The overall average
performance increase to 70.3% from 68.1% also underscores
PEL’s robustness across diverse scenarios. However, in Car
Accident, the impact of PEL is minimal, indicating potential
areas for refinement.

6) Impact of Score Smoothing: Table XII illustrates the
effects of different pooling window sizes in the SS (Slid-
ing and Sliding) strategy. Implementing both moving and
sliding pooling techniques has shown to not only improve
the model’s performance but also decrease the false alarm
rate. Specifically, the sliding pooling technique yields better
results for ShanghaiTech and UCF-Crime datasets. Conversely,
the moving pooling technique is more effective for the XD-
Violence dataset.

E. Parameter Evaluation
In this subsection, we explore the effect of different hyper-

parameter settings on model performance.
1) Local Window Size in TCA module: Figure 6(a) demon-

strates the effect of different local window sizes in the TCA
module. The performance of the model rises and then falls on
both datasets as the window continues to increase, with the
best results achieved on both datasets when the window w is
set to 9. In general, smaller windows lack sufficient contextual
information, while larger windows introduce long-range noise,
leading to oscillations in false alarm rates.

2) Kernel Size ∆t in Classifier: Figure 6(b) illustrates the
impact of varying causal convolution kernel sizes on the UCF-
Crime dataset. It is observed that the best results are achieved
with a kernel size of 9. However, at this kernel size, the false
alarm rate is not optimal, indicating a higher number of normal
samples being misclassified. This suggests a need for further
refinement in the model to balance detection accuracy and
false alarm rates effectively.

(a) Class-wise AUC results of three methods on UCF-Crime.

(b) Class-wise AP results of before/after PEL on XD-Violence.

Fig. 5. Contribution of the PEL module to fine-grained anomaly detection.

TABLE XIII
PERFORMANCE COMPARISON OF DIFFERENT TEMPERATURE

COEFFICIENTS τ

τ 0.01 0.03 0.05 0.07 0.09 0.1
UCF@AUC (%) 85.49 85.94 85.84 85.61 86.36 85.98

XD@AP (%) 84.11 83.56 85.26 84.16 84 84.63

TABLE XIV
PERFORMANCE COMPARISON OF DIFFERENT LOSS WEIGHT λ

λ 0.01 0.1 0.5 1 5 10
UCF@AUC (%) 85.11 85.19 85.52 86.36 84.51 84.42

XD@AP (%) 82.77 83.3 84.48 85.26 82.65 83.43

3) Pooling Size κ for Score Smoothing: We also investigate
the effect of different pooling window sizes in the SS strategy,
as presented in Figure 6 (c) and (d). The results show that
our model is more sensitive to the size of the sliding window
compared to the moving window. The optimal performance on
the UCF-Crime dataset is achieved when the sliding window
size is set to 7, resulting in a false alarm rate of 0.43%. For
the XD-Violence dataset, a moving window size of 9 works
best, with a further reduction in the FAR to 0.57%.

4) Temperature Coefficient τ and Loss Weight λ: Tables
XIII and XIV report the model’s performance for different
loss weights and temperature coefficients. Our model achieves
optimal performance on both datasets when the weight is
set to 1, which ensures a good balance of classification and
alignment terms. However, the temperature coefficient varies
for each dataset, with the best performance on UCF-Crime
achieved at 0.09 and on XD-Violence at 0.05.
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(a) (b) (c) (d)

Fig. 6. Model performance under different hyperparameter settings. (a) and (b) show the AUC and FAR results of our model for different local windows w
and causal convolution size ∆t, respectively. (c) and (d) illustrate the effects of two different score smoothing methods on the model’s performance as the
window size varies.

(a) (b)

Fig. 7. Distribution of discriminative features before and after PEL using t-SNE. (a) the UCF-Crime dataset. (b) the XD-Violence dataset.

(a) Burglary024 x264 (b) Explosion022 x264 (c) Robbery048 x264

(d) Ip.Man.2008 (e) The.Fast.and.the.Furious.2001 (f) v=0yHBkMBE8r4

Fig. 8. Anomaly score visualization of the proposed method. Orange regions indicate ground-truths and blue curves indicate anomaly scores. (a)-(c) are videos
from UCF-Crime and (d)-(f) are from XD-Violence, where the second and third rows indicate the results of ‘w/ TCA’ and ‘w/ PEL & SS’, respectively.

(a) Assault010 x264 (b) Explosion027 x264 (c) Fighting003 x264

Fig. 9. Anomaly score visualization of different methods on the UCF-Crime dataset. The first row is from our proposed framework, and the second and third
rows show the detection results of DDL [55] and CUPL [15], respectively.
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F. Qualitative Analysis

We first use t-SNE visualization for the MLP’s middle layer
features, as shown in Figure 7. Before introducing PEL, the
UCF-Crime dataset samples appear disordered, while the XD-
Violence dataset shows clearer clustering. This difference is
attributed to the temporal coherence in surveillance videos
and distinct shot boundaries in XD-Violence content. Cross-
modal alignment loss makes abnormal foregrounds converge
towards prompt features, forming tighter clusters. It also aligns
hard-negative snippets and backgrounds with a normal center,
increasing the distance between abnormal and normal snippets
in the embedding space. This results in a more effective
differentiation of fine-grained anomalous samples compared
to traditional binary classification models.

Figure 8 illustrates the anomaly scores obtained using our
methods. The TCA module’s detection results are shown
in the second row, while the combined effect of PEL and
SS is presented in the third row. PEL and SS, when used
together, achieve more precise anomaly localization than TCA
alone. This increased accuracy is attributed to the effective
suppression of non-anomaly noise by PEL’s context separation
and the mitigation of false alarms caused by frame changes
and luminance variations. Moreover, the integration of rich
semantic information from prompts significantly enhances
the model’s versatility in detecting various anomalous events
across different scenarios.

Finally, we compare the detection effectiveness of various
methods in Figure 9. The PEL method exhibits superior sensi-
tivity and specificity in identifying anomalies within the UCF-
Crime dataset, particularly evident in scenarios like Assault,
Explosion, and Fighting. PEL’s anomaly scoring is charac-
terized by sharp peaks and clear distinctions of anomalous
events, in stark contrast to the broader, less defined detection
of DDL and the delayed or dispersed responses of CUPL. This
demonstrates PEL’s exceptional temporal accuracy and event
localization capabilities, establishing it as a highly effective
tool for real-world surveillance applications.

V. CONCLUSION

In this paper, we focus on efficient temporal context
modeling and semantic enhancement of visual features for
weakly supervised video anomaly detection. We introduce a
temporal context aggregation module that reuses the similarity
matrix to capture local-global dependencies simultaneously.
This method not only cuts down on parameters and compu-
tational load but also boosts detection capabilities, marking
a significant shift from conventional paralleled systems and
enhancing real-world applicability and efficiency. Recognizing
the complex nature of anomalies, our model doesn’t just detect
but understand them by integrating external knowledge for
semantic interpretability. This aligns the model with human
cognition, offering nuanced understanding be yond typic al
binary constraints. Our proposed prompt-enhanced learning
module further refines this by using class-specific prompts
derived from external knowledge, improving the distinction
between abnormal sub-classes and maintaining clear inter-
class separation. In the future, multimodal information such

as motion and audio remains to be explored, and open-set
anomaly detection also deserves attention.
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