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Abstract

Routing in multi-hop wireless networks is typically
greedy, with every connection attempting to establish & pat

The majority of routing algorithms route connections
greedily, taking local decisions without coordination.pTy
ically, decisions are made for each connection considering
metrics such as shortest path; such policies may lead te rout

that minimizes its number of hops. However, interferenceing connections to mutually interfering nodes when, per-

plays a major role in limiting the capacity of such net-

works; this effect is ignored by most existing protocols. It
is likely that approaches that coordinate routing to accoun
for mutual interference will be able to achieve better per-
formance than traditional approaches. Modeling routing
with interference constraints is a complex non-linear opti

mization problem. We approach the problem using a Multi

haps, other regions of the network are idle.

An ongoing aim of our research is to determine whether
globally aware routing that is cognizant of the interfer-
ence effect of connections on each other is capable of sig-
nificantly improving the routing performance in multi-hop
wireless networks. Modeling routing with a complete set of
interference constraints is a complex problem. For example

Commodity flow (MCF) formulation. We analyze the in- it has been shown that an optimal constrained routing with
teraction of multiple routes and propose effective objecti  just the bandwidth constraints for a multi-commodity prob-
functions which attempt to maximize interference separa-|em is NP-hard [4]. We build on recent works that model the
tion while limiting path inflation. Initial experimental &  routing and scheduling problem in multi-hop wireless net-
sults show significant improvement in performance over aworks as a network flow problem [9, 10]. Section 2 relates
traditional routing protocol. We evaluate the formulation our work to these previous efforts as well as others.
against routes obtained using DSR under several scenarios \we model the network, including interference, as an ex-
and show that better performance is achieved in terms of ansiple Linear Programming (LP) model and investigate
throughput, goodput, and end-to-end delay. objective functions that lead to routes which ameerfer-
ence separated We identify: (1) crucial parameters that
affect the overall connection health; and (2) unexpected ef
fects from a standard formulation that arise especially in
multiple connection environment. We propose alternative
Ad hoc networks, mesh networks, and wireless sen-formulations that address these effects. The basic model is
sor networks are instances of multi-hop wireless networks presented in Section 3, and the objective function formula-
where nodes cooperate to forward traffic among each othertion is analyzed in Section 4.
Gupta and Kumar in a seminal paper [6] derived the asymp-  While the proposed approach is not directly usable in
totic capacity of such networks under the assumption of andynamic networks, which are better suited to distributed
optimal routing and packet transmission scheduling policy solutions, our study is beneficial because: (1) it provides
The available bandwidth between a pair of communicating methodology and experience with the performance penalty
nodes is influenced not only by the nominal communication suffered by existing routing protocols; (2) the formulated
bandwidth, but also by ongoing communication in nearby model can serve as the starting point for developing dis-
regions of the network because of the shared nature of thaributed routing protocols that approximate the behavfor o
medium. More specifically, other ongoing transmissions globally aware routing protocols. Further, design decisio
contribute interference power that can make it impossible in the formulation were taken with an eye for future de-
to exchange packets between a given pair of nodes. velopment of distributed versions (e.g., in the selectibn o
a node based interference model). Developing distributed
globally aware protocols is a future direction for our work;

1 Introduction
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and (3) the proposed approach may be feasible for static ometworks [16]. This work uses a conventional formulation
slowly changing networks (for example, mesh networks). that does not account for interference since it is not con-
We evaluate the formulation by simulating routes ob- cerned with network performance aspects of the problem.
tained from the linear programming solver against those ob-The presence of interference and bandwidth constraints sig
tained by Dynamic Source Routing. Despite differences in nificantly complicates the problem.
the assumptions made by the solver and those in the simula- Our work is most related to recent work on calculat-
tor, significant improvement in performance was observeding the capacity bounds of ad-hoc networks with interfer-
for most cases. We present the experimental study in Secence. Specifically, the wireless version of the MCF formu-
tion 5. We discuss different aspects of the model operation,ation must account for interference. Interference effect
as well as improvements and extensions in Section 6. Fi-can be Captured by extending the linear programming con-

nally, Section 7 presents some concluding remarks. straints of the MCF formulation as demonstrated by Jain
et al [9]. In the same paper, the authors show that it is
2 Related work NP-hard to compute the path with least interference. They

model interference as a conflict graph and derive the up-
per and lower bounds on the throughput for a static topol-
ing protocols uséiop countas the only metric to compute ogy With a pre-specified connection sgt, assuming idealized
the routes, thus favoring the shortest path routes. Reggentl sphedullng. They show that theoretlcal_lyloptlmal- routes
the validity of hop-countas a sole metric of path quality was Yi€ld much better throughput than the existing routing pro-
brought into question because it fails to account for thie lin  10€0IS do. However, most of their analysis is carried out

quality; link quality varies due to the quality of the wire- with 2 smgle-lgolrmectlon ”?Ode'-F'” %ontrast, our work fo-
less channel and possibly the level of interference. In fol- CUS€s 0N Mu tiple connections. Further, we use a more so-

low up work, Draves et al [3] ised the expected number of phist[cated mOdE’TI’ and investiggte the .choice of opjeptive
retransmissions (ETX) as a measure of link quality. They functions which yield more effecnve routing that maxinsze
proposed Link-Quality Source Routing (LQSR): a greedy €use and reduces hot-spotting.
routing protocol that monitors link quality continuouslych Kodialam et al. propose a joint routing and schedul-
changes to the path that has the lowest overall cost. Whileing problem in [10] which promises 67% of the optimal
this approach incorporates a measure of coordination bethroughput. However, they consider a model with no in-
tween interfering connections, there is no guarantee thatterference among nodes, making the problem similar to the
an effective state will be found as oscillation among bad classical MCF formulation. In a later work, they propose a
states may occur. Further, it requires continuous momigori  Mmechanism for accounting for interference in their model,
of connections, and is restricted to routes that are discov-Put they do not study this new model [11] in detail.
ered via the unreliable route discovery process. Neverthe- The work in this paper extends these previous works
less, comparing approaches such as LQSR to globally cothat use a network flow formulation in several important
ordinated routing is an interesting topic of future resharc ways. (1)The authors only consider aggregate throughput
Since the characteristics of routes (specifically hop count as a metric, focusing on feasible throughput bounds where
found by these routing protocols has been shown to haveas the proposed model focuses on deriving optimal rout-
considerable effect the connection performance [12], it is ing configurations that are tunable to application objectiv
essential to ensure good quality of the routes. (2) They focus mostly on the effect of interference on a sin-
The impact of interference is studied by Kodialam et gle connection, with cursory treatment of the more complex
al [11, 10] and Jain et al [9]. These works are the first case of multiple connections whereas this paper focuses on
to model routing and scheduling in multi-hop wireless net- analyzing and modeling interference with the multiple con-
works as a network flow problem; they form the basis of our nection interaction as one of the main parameters. (3) We
work. The general problem of routing multiple flows in a investigate the path elongation effects and other hecsitti
finite capacity network with additional QoS constraints is a reduce the complexity of the objective function Gupta et al.
nontrivial integer nonlinear optimization problem. A well use the basic algorithm derived by Jain et al [9] and derive a
known network flow formulation Multi-commodity flow  simpler means of calculating cliques and reach a distribute
(MCF)[1], has been used successfully in traffic-engineering version of the formulation[7].  Our work is different in
of wired networks to derive the theoretic bounds, and as theterms of the underlying model and solution methodology,
basis for heuristics to develop fast-runtime approxinmatio as discussed above with regards to Jain et al’s original for-
algorithms in these traditional networks [5]. mulation [9]. Discussion of the types of interference asd it
MCF has been used in other contexts for multi-hop wire- effect on scheduling has been done in past research work
less networks. Arvind et al use an MCF formulation to de- like [6, 18]. These types have been modeled in Kodialam
rive routes that maximize the lifetime of power-constraine et al [11]. Such a model has been used in this paper to

Routing in MANETS is a well-studied topic. Most rout-



describe various kinds of interference. Raniwala et al. in- which limits the total flow at an edge not to exceed its ca-
troduce the definition of interference period and show that pacity. The flow constraint in Equation 4 specifies the de-
interference is one of the main limiting performance fagtor mand requirement to be met at each node as the difference

[15]. However, their objective is effective channel assign
ment in a multi-channel system.

3 Multi-Commodity Flow Formulation

Consider a static multi-hop wireless network where
packets for a particular connection may flow through mul-
tiple intermediate wireless links. A node can directly
transmit to another node if the quality of the signal re-
ceived byn is above a given threshold. We denote such
tuple of nodegm, n) as anedge To represent this network
as agraph, lelV be the set of nodes where each node consti-
tute avertexof the graph and’ be the set oflirected edges
Let G(N, E) represent the graph of the network. In this
section we present our formulation of the routing problem
as a network flow problem and distinguish it from existing
network flow formulations.

3.1 Basic Routing

The problem of routing in multi-hop wireless networks
can be transmformed into a Multi-commodity flow prob-
lem [1]; we describe this basic formulation here. Let
(sn,dn, ) denote source, destination and the rate of the
nt? connection. The rate of connection,, is the number
of bits to be sent per unit time. L&t be the set of con-
nections. The demand for a given node is the difference
between the total outflow from the node and total amount
of inflow to the node. The demand at a node bt con-
nection is represented by as

Tn, if i = s,
b = ¢ —rp, ifi=d, 1)
0, otherwise.

To analyze the flow at each edge, we break the flows into
a set ofn disjoint flows, one for each connection. L&t

denote the flow at edge, ;) for then'" connection. Let the
maximum capacity of an edde, j) be denoted by; ;.

3.2 Feasibility of flows

The basic feasibility test on whether all theflows can
be accomodated is the standard Multi-commodity problem.

between the outflow and inflow (Equation 1).

0<azy <r,VneCV(j ek (2)
Ly < Y ap <uyV(i,j) € E (3)
neC
= (2 ) -2 =)
(i,5)€E (J,))eE
Vn e C,Vie N 4)

The above model assumes that a flow can be split into
multiple routes (multi-path routing [13]). However, a siag
route per connection is desirable in majority of networks to
avoid some side-effects that occur due to multi-path rout-
ing. Under such conditions, the problem transforms into a
integer MCF problem. Each edge can either carry the full
traffic for a given connection or none of it; this constraint
is represented by Equation 5. The variaygleis a boolean
variable which is set td if the edge carries the traffic for
thenth connection ané otherwise.

Integer flow constraint:

Tn Yy Vn€C\V(i,j) EE (5)

no o __

3.3 Traffic parameters and auxiliary constraints

A comprehensive model needs to determine other ab-
stract parameters that would enable an effective traffic-cha
acterization. This section models such critical paranseter
and introduces supplementary constraints to accountéor th
feasibility of the parameters. These issues and consdraint
have not investigated by previous studies.

3.3.1 Node Based Model of Signal and Interference

In contrast to the conflict graph model used in [9] and edge-
based approach in [11], our formulation adopts a more flex-
ible node-based interference moddhere interference at a
given node is calculated. We track interference at nodes,
rather than edges, since the nodes are the physical entities
in the network; performance viewed by the nodes allows

Equations 2 to 4 describe the constraints that needs to-be samore effective optimization of the network as viewed by its

isfied for feasibility. Equation 2 describe the limiting bl
of each flow to be the maximum rate of the connection. For

users. An additional advantage of the node-centric formula
tion is simpler distributed protocols as we directly optimi

a given connection, each edge can carry a maximum loadperformance from the communicating node’s perspective.

corresponding to the rate of the given connection. The bun-

dle constraint for the given graph is given by Equation 3

A basic model of the flow and the interference experi-
enced at the node is studied in this section. We first split the



busy time of the node int8ignal(flows carried by the node  given by Equation 8. given by the equation 8.
atincoming and outgoing edges) dntkrferencethe silent

period of a node to enable the neighboring flows). Differ- I, =
entiating between the two would help the extensibility of nEC,Twi=1,(w,2)EE,yi,z7i
the model. For example, we use tBgnalpart of the busy
time to restrict the number of hops taken by the node. The
amount of signal carried by a nodedenoted bys;, is the
sum of flows that enter or leave the node. This is denoted
by Equation 6.

(]

Ty, +

(]

. VieN (8)
neC,I'y;=0,I';.=1,(w,2) EE,y#i,z#i

3.3.2 Active and Passive nodes

While reducing interference at nodes is crucial, there is a
. " ) need to reduce the interference at the right nodes. If a node
Si = Z Z Tij + Z zii] VieN (6) does not carry traffic, the amount of interference it experi-
neC \ (i,j)€E GAEeE ences is immaterial. The interference at the nodes which
are a part of the some connection have to be reduced. Let us
LetI';; be a two dimensional matrix of boolean values denote such nodes which hage > 0 asActiveand other
which is set to 1 if there is an interference at ngdehen nodes afassive We introduce the concept dformalized
node: is transmitting. I';; can be derived based on node interferenceo differentiate between the two kinds of nodes
location assuming idealized propagation, or experimntal as given in Equation 9. Le¥ormalized Interferencat a
based on observed connectivity and interference. nodei, denoted byi;, be the interference at the node if its
carrying any traffic; otherwise, itis zero. The interfereirc
Equation 9 can be computed using either the RCA or TRCA
Receiver Conflict Avoidance(RCA) model The interfer- model.
ence at a given node can be viewed as the amount of time the i— {L‘ it S; > 0, )
node has to be silent in deferrence to neighboring flows. If ‘" lo, otherwise
there exists a scheduling mechanism which perfectly sched-
ules the transmissions, then the node has to be silent if non
of the nodes which are currently receiving can be interfered
with the node’s transmission: we call this model fRe- In a given unit of time, the time the node spends in transmis-
ceiver Conflict Avoidance (RCA)1]. Under RCA, the in-  sion/reception can be representeddyy The time that the
terference at a nodg(l;) will be equal the sum of inflowto  nodei has to reserve to be idle for enabling the flow of in-
all the nodes which interfere with as described in Equa- terfering traffic can be represented hywhich we call the

$.3.3 Commitment period of a node

tion 7: Commitment Period;) of the node (Equation 10). For all
the active nodes, thEommitment Perioghould be lesser
I = Z " YieN (7) than or equal to the capacity of the channel; otherwise, the
nEC,Tin=1,(w,2)€ Eweti,z£i node will be unable to fit all the flows as expressed by:
Ai=Si+1; (10)

Transmitter-Receiver Conflict Avoidance(TRCA) model
Even though RCA describes an imperative condition, it is
not sufficient for protocols in which scheduling is based on
contention. Generally, the two way handshake of RTS-CTS
in protocols like 802.11 would extend the time for which
the node will be silent. To inform the hidden nodes around
the receiver about the ongoing communication, the receiver.
also sends a small packet to the transmitter. This two-way
communication gives rise to reception of packets at both the
transmitter and receiver. To avoid interference at both the o . .
ends, the nodéehas to be silent if a node which is within the 4 Objective Function Formulation

interference rangel{;) is either transmitting or receiving.

We call such interference period dsansmitter-Receiver The choice of theptimal path setlepends on the defi-
Conflict Avoidance (TRCA) model of interfererjt], de- nition of optimality as expressed by the objective function
noted byl;. The value ofl; is the sum of inflows and out-  While it is necessary for an objective function to consider
flows of all the nodes which interfere with nodeand is the interactions between connections, the complexity®f th

Interference Constraint:
A; <U VieN (12)

The constraints given by Equations 2,3, 4, 5 and 11 collec-
tively state the feasibilty constraints for a single patf-tr

fic considering interference. We usderferenceto mean
TRCA interferencen the remainder of the paper.



formulation should be manageable to enable reasonable soPeak Commitment Period Minimization The commit-
lution times. This section explores the interaction betwee ment period is an estimate of the channel state around a
multiple connections that need to be captured by the objec-node: the higher the commitment period, the greater is the

tive function and builds a simple, yet effective, objective
function in a step-by-step manner.

4.1 Tradeoffs in Objective function selection
The combination of Normalized interferen&@(@nd the

signal(S;) representing the time a node is communicating
provide the basis to construct different objective funtsio

bottleneck created at that node. TBettleneck Nodés the
active node with the maximum commitment period. Under
optimal scheduling, the bottleneck node is the one which
dictates the end to end delay of the packet. Even in more
realistic schedulers (e.g., contention based 802.11hdhe
tleneck node experiences maximum demand and will often
be the critical link in determining properties such as the-en
to-end delay and effective throughput. Accordingly, an ob-

that foster path separation. While the above parameters cadfctive function can be constructed that targets redutiag t

be combined to form a basic objective function, undesirable
effects can result. A simple example is an objective fumctio
that minimizes the hot-spot of interference in the network
and ignores the hop count of the connections. Alternatjvely
an objective function may lead to an excessively difficult
optimization problem. This section presents some key un-
intended effects that arise in the multi-connection sdenar
and proposes approaches to address them.

Multiple Objectives Consider the objective of trying to
minimize Commitment periodat each node as shown in
Equation 12.
Minimize A, Vie N (12)

This equation has the drawbackidfiltiple Objective Func-
tions sinceA; has to be minimized across all the nodes; a
formulation with multiple objective functions significdyt
complicates the optimization task. The individual objec-

tives, either as observed at a single node or by a single

connection, should be combined into a single objective
that would approximate the effect of the multiple objec-
tives. Our goal is to find sucRareto Optimumby com-
bining multiple objectives into one. SudHultiple Ob-
jective Mathematical Programs (MOMRRN generally be
solved by either having ®eighted Sunor Lexicographic
approach [17]. TheMeighted sumapproach with equal
weights is well suited to our problem since the aim is to
reduce the interference across all the nodes and conngctio
without a set priority to each node or connection. We would
like to investigate the effects of varying weights aoeki-
cographic approacheis the future.

We introduce two simple approaches to combining the
multiple objectives: minimizing the sum of the commitment
periods, and minimizing their maximum.

Commitment Period Total Minimization Equation 13
demonstrates an objective function that minimizes the sum
of Commitment Periodsf all nodes in the network.

Minimize >,y A; (13)

commitment period of the bottleneck node (Equation 14).

Note that whilemaz leads to a non-linear objective; how-

ever, there are well known approaches for linearlizing it.
Minimize max{A;|Vi € N} (14)

The disadvantage of the combined functions is that they
collapse some aspects of the objective functions captured
by the multiple objective formulation. This results in some
undesirable effects. For example, in the case of the peak
commitment minimization, the focus is only on tiBot-
tleneck nodeand the other nodes are ignored. We explain
such issues in the next section and motivate our final, per-
connection objective function.

4.2 Problems in Combined Objective Functions

Problems may arise in the combined objective function
formulation. We show examples of such problems in this
section.

Conjoint node effect: Consider a topology with multiple

connections. The objective functions in Eq. 12, Eq. 13
and Eq. 14 use the commitment periddrmalized Inter-

ference Consider Equation 13 where we minimize the sum
of commitment periods. If a new node is added to carry
the flow for any connection, then its commitment period
would rise from zero to the sum of its signal and interfer-
ence. This would increase the objective value by a signifi-
cantamount. Thus, the formulation favors keeping the num-

Mver of active nodes to the minimum. While this is helpful

in single connection scenario to keep the number of hops
to the minimum, the multiple connection scenario ends up
with overloaded nodes which carry more than one connec-
tion while there exists another path with same number of
hops and lesser interference. This effect is terme@as
joint node effect

Connection Coupling: Consider the Equation 14 where
the bottleneck node’sommitment periods is minimized. If
there exists a node in at least one of the connection with a
very high value of commitment period and which cannot be
reduced, then the other connections are unoptimized. This
problem is termedConnection coupling



Path Inflation: Most MANET routing protocols attempt to
minimize the hop count of a connection; it is well known
that the performance of an isolated multi-hop connection is
directly related to the number of hops under idealized prop-
agation assumptions [12]. Even though a longer route may
be prefreable to avoid the interference hot-spots, some o
jective functions fail to take the shorter path when one is
available at the same or lower cost. Objective functions
which ignore the hop-count metric may suffer frdPath
Inflation. In many cases, this objective function fails to re-
strict the number of hops. Adding more nodes in the con-

commitment per connection.
Minimize maz {A, |ie N} VYneC  (16)

It can be seen that equation 16 represemutiple Objec-

b_tive Function This multi-objective function can be transm-

formed into a single objective function as explained in Sec-
tion 4.1. LetA:;ax be the maximum value of the Normal-
ized Commitment Period for a given connection This
would describe thdottleneck linkof the n*® connection.

Equation 17 gives the objective function which decouples

nection, adds active nodes, hop-count and the interferencéh® commitment periods of connections and combines them
at the other active nodes, thus leading to a greater commit-2s shownin 4.1.

ment period. Thus, a simple equation like 13 restricts the
flow to the shorter number of hops. This is not the case
in the objective function 14. The objective minimizes the
maximum commitment period of all the nodes.

To illustrate the path inflation effect, consider a single
connection between nod@5-30in a 6x6 grid like Fig-
ure 1(b). Once the bottleneck node of maximum commit-
ment period is found, there is no restriction by the formula-
tion to the number of nodes in the flow provided they have a
commitment period lesser than or equal to the bottle node.

AN

Minimize > ., .- A (17)

max

Controlling path inflation: Even though Equation 17
avoids interference hot-spots and Connection Couplire, th
Path Inflation effect may still persist. This section evalu-
ates the balance between the shorter number of hops and
the avoidance of interference and explores two schemes to
overcome this problem.

For a constant number of hops the sum of the per con-
nection signals at all nodes is constant and is given by:

Based on the approach of the solver, the routes obtained the

bottleneck can be inflated; an 8 hops path in taken in the
above example. Equation 14 fails to restrict the commit-
ment periods of other nodes, which leads to path inflation.

4.3 Per-connection Objective Function

This section describes an alternative objective function
that mitigates the effects observed with a single combined
objective function. Th&€onnection Couplingnd theCon-
joint node effecsuggest the need for splitting the metrics
used on @er-connectiorbasis. LetPer-connection Signal
(S?) be the signal carried for the'" connection. Let”
be the boolean variable as described in Equation 15 which
is set to 1 if the nodé is a part of then™ connection.
The ActiveandPassivenodes can also be defined opex-
connectiorbasis based on the valueif .

|

Let Per-connection Commitment Perio(di?) be the
commitment period of a nodefor connectionn which is
defined as follows. Leﬁ? be A4;, if it is involved in car-
rying the flow for thent® connection; otherwise, it is zero.
Once the notion off\? is introduced, it is easier to elimi-
nate the effect oConnection Couplingince we can now
minimize the per-connection based activity periods. Equa-
tion 16 shows an objective function that minimizes the peak

1, ifS; >0
0, otherwise.

an

(15)

Z S? = 2hr,

ieEN

(18)

The source and the destination of the connection carry sig-
nal equal to the rate of the connectign The router nodes
carry signal equal t@r,,, for receiving and forwarding the
signal. The premise of both approaches is to limit the sum
of S? across all connections and to choose the best route
among the set of routes selected. The first approach tries to
minimize the sum by adding it in the objective function and
the latter by adding linear constraints.

1. Including the signal in objective function: To dic-
tate the shortest number of hops in a given set of connection
is relatively easier. It can be observed that the sum of nor-
malized signals at a node for different connections is equal
to the total signal carried by the node. If we assign a high
weight(say, a weight ofy) to this sum of signal carried,
such that it is much larger than the Commitment Period ex-
perienced by the node, then, by combining this sum with
equation 17 would result in a new objective function given
by equation 19.

Minimize @Y icn Si + Yvneo Amax (19)
Suitable value ofv would force to choose the path set which
not only has the shortest hops but also minimizes the inter-
ference among the flows. For a topology where nodes are
placed linearly, the minimum value ef can be shown to
be bounded by the equation 21 whéitgis the Interference
Range andr,. is the Reception Range of the signal.



Proof: The maximum activity period for a given node is fic where the capacity can become the bottleneck. By en-
when all the traffic flows through its interference rangg, forcing theP strictly in the constraint in Equation 22, the
with maximum possible hops. Lét, .. be the maximum  algorithm may fail to find the path set when the required
number of hops in the interference region. The maximum number of hops can be stretched because of the unavailibil-
number of hops happens in a circle of radiyscan happen ity of the capacity. However, the former formulation will
when the distance between the alternate nodes is just belovvercome this disadvantage by specifying the restriction o
R,. Letus denote this value by, . Hence, if the nodes are  the number of hops in the objective function which is to be
placed in a straight lingy .« iS given by the Equation 20. minimized. The latter approach also needs to run the short-
The node in such a region should be quiet for transmissionest path algorithm(BFS) before the commencement of the
from all the hops and for the time of reception. Thus, the optimization to figure out the shortest number of hops for

lower bound forx is given by Equation 21. each connectior”, ...
—— E&J 200 5 Performance Evaluation and analysis
a > (hmax +2) Z T (21) In this section, the performance of our formulation is
neC compared with the existing routing and scheduling mech-

) . anisms. The CPLEX Linear Programming solver [2] was
Itis to be noted that the value ofis constant for the path set  sed to solve the LP formulation. The Qualnet simulator
consisting of shortest number of hops. Hence the equation14] was used to measure the performance of the proposed
19 tries to find a set of shortest hops path set with minimal schemes under 802.11 protocol. We first study a grid topol-
interference. _ ogy of 6x6 and 8x8 nodes, and then evaluate the results of
2. Per-connection signal constraintsThe other approach  random deployment. The Qualnet simulator was modified
to avoid thePath Inflationeffect is to add a constraintwhich {5 model the Boolean Interference Model consistent with
limits the number of hops taken by each path. Although the the MCF formulation. The IEEE 802.11 MAC was used for
approach is elegant, this formulation would then resuti int - scheduling.

a flavor of theConstrained Shortest Path Problemhich is To observe the behavior of the optimal routes, the solver
proved to be NP-hard in studies like [8]. The minimum yegyits and the results from DSR are converted to static
number of hops needed to reach a destination can be calCurgytes which are then used in the simulation. For each con-
lated usingBreadth First Search(BFSjlgorithm. Lethy;,  nection, the most commonly used route under DSR protocol
be the minimum number c}>1f hops in the route between thejs chosen and converted to a static route for use in the sim-
source and destination of connection. The sum of the jat0r. This approach is chosen to present the best possible
y: across all the nodes will give the number of nodes par- performance obtained by DSR — always using the best path

ticipating in then™ connection, which will be equal to the  gnq ignoring dynamic effects and routing overhead.
h + 1 (h being the number of hops) in the route. To restrict

h to shortest number of hops, we have to add the constraints5 1 Static connections in 6x6 Grid
as given in Equation 22 wher® is a constant termed as

Path Stretch factor . . . . '
A 6x6 grid network is studied with predefined connec-

Z " 1=P(h". —1) YneCandP>1 (22) tion patterns' in order to demonstrate the characterisfics o
the routes given by the solver. The distance between the
two adjacent nodes is set to 200m so that the a node can di-
rectly reach the immediate diagonal node. Figure 1 shows
the path taken by various connections. The interference
range@;) and the reception rangg() set in the solver is

i€EN

Path Stretch Factor The amount oktretchin the number
of hops can be restricted by appropriately setting the value

of P. Path Stretch factois the ratio of the maximum allow- . :
also shown for scaling of distances. The rate of all the con-

able number of hops to the shortest hop countP I 1, i kept at th | hich lected t
then it forces the route to take the shortest number of hopsneC lons are kept at tne same vajue which was selected 1o

h..- The value ofP is a constantin this study, however, we ensure the presence of a feasible solution.

would like to study the effect of adaptation®Bfin the future

work. This can be done by either having a per-connection Self interference reduction A single connection from
path stretch factor or the value can be implied by priority of node 1 to node 8 is set up and the route taken is shown
the connection. in Figure 1(a). In this scenario the reception range is set to
Even though the latter approach is more simple than the300m and interference range to 430m for the purpose of il-

former approach, it restricts the feasibility solution fiaf- lustration. This is a 7 hop connection where the bottleneck
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Figure 1. Routes taken in in 6x6 Grid Topology
Flows Flows
Metric 2 4 6 Metric 2 4 6
Endto End Delay | 0.41| 0.1 | 0.46 End to End Delay | 0.069| 0.24 | 0.58
Throughput 244|117 1.24 Throughput 1.11 | 1.03| 1.27
Queue Drops 0.28| O 0.13 Queue Drops 0 0 0.32
Table 1. Static connections in 6x6 Grid Table 2. Static connections in 8x8 Grid

node would be in the middle of the connection since it ex- Performance obtained by the MCF obtained routes divided

periences interference from higher number of links. Let us by that obtained by the DSR routes; thus, 1.1 performance
compare two shortest routds; 2-3-4-5-6-7-8Jand[1-2-A- represents a 10% increase in performance. The rates of the
B-C-D-7-8]. The LP formulation would lead to the former connections are adjusted such that when there are more con-
route. Nodes and node” will be the bottleneck nodes for  hections, they each send at a higher rate. It can be seen that
each of these connections respectively. The arcs drawn fronthere is a significantimprovementin throughput, end-td-en
the bottleneck nodes denote the interference raigeThe  delay, and queue drops. The routes chosen by MCF formu-
commitment period of nod&would be flows across 4 links  lation reduces the contention of the channel, thus leading
included in the sectors where as the commitment period oft0 an increased success rate of packet transmission, gelpin
nodeC would be 5 links, thus leading the solver to take the nodes to transmit packets faster and reduce average queue
former route. This depicts the reduction of self-interfere ~ Size. On the other hand, if the contention success rate is
by the proposed model. lesser, then the packets accumulate in in the queue leading
The remaining scenarios use the standard interferencd® Packet drops. The decrease of end-to-end delay can also

range and reception range. We first describe the shape Ope attributed to the reduction in contetion. Table 2 shows th
the routes taken and then explain the simulation results. Th ratio of the value obtained from standard routes to that®f th

solid lines in Figure 1(b) shows routes taken for two con- MCF formulation.in an 8x8 grid. Significant improvement
nections in a 6x6 grid. The interference is reduced by the &N be observed in end to end delay and queue drops. Over-
separation at the middle of the connection. In Figure 1(b), &l the quality of the routing is significantly better thawat
it can be seen that two connections are coupled at each edg@bt@ined by DSR. However, the improvementin throughput
of the grid, thus leading to interference of two connections 'S N0t as high as the 6x6 case. We conjecture that this is due
with each other. Even if one of the connections had passed® the longer routes that are present in this case.
through the middle of the topology, then there would be in-
terference between three of the connections. The maximunb.2 Random deployment
separation can be seen in Figure 1(c) too.

The simulation results are for the 6x6 grid shown inthe  Table 3 shows the results when 100 nodes were randomly
Table 1. The numbers in the presented tables represent thdeployed in a 1600m x 1600m area and different number of



Flows 4 6 8 10 Objective functions for contention based schedulers:

Metric Under a contention based scheduler, if all the active nodes
Endto End Delay | 0.71| 0.79 | 0.76 | 0.61 of a connection have approximately the same commitment
Throughput 1.11) 1.02| 1.02| 1.07 period and compete in a conflicting fashion, then the opti-
mal route set derived from the above model may fail to de-
Table 3. Random deployment liver the expected results. Minimizing tAererage Commit-

ment Periocbf active nodes would be one of the approaches

connections were randomly chosen. The end to end delayf© overcome this drawback. Initial results are promising bu
is considerably lower. Jitter and Queue drops also observed Very high solver runtime was experienced in such cases.

the same trend. However, the througput gains are not veryEXtension to complex models of interference:Interfer-
significant. ence, in reality, is not a boolean function and depends upon

Deeper analysis of these results, has lead us to the fol-Other factors like the cumula_ltive power of other signgls on
lowing observations. Low level scheduling effects play the channel. The recepuon/mterference power experéence
an important role in defining the effect of interference. PY the node decreases non-linearly as the distance between
Specifically, for some geometric configurations of interfer them increases. Hence, a model of interference With
ing nodes, 802.11 was not able to successfully arbitrate thefance based interference poweain be formulated without
medium. In the grid scenarios, these problematic config- 2dding much complexity. BER and SINR based models can
urations did not arise due to the regular patterns. We are?!S0 be followed on same lines. o
currently working on characterizing and incorporating the APPlication specific tuning and QoS Provisioning: The

scheduling effects into our model. commitment period of the node$() and the bottleneck
node(\max) can be used for deducing other connection pa-
5.3 Effect of the Path Stretch factor rameters like inter-packet arrival time (given By, ), end-

to-end delay(approximated by sumA4}f) and jitter. Exten-

Figure 2(a) shows a scenario whétath Stretchaids to tion of the modgl for QoS provisioning in commgnity Wi.re-
reducing the contention. There are two one hop connectiond€Ss networks like Mesh networks would benefit long-lived
(3—4 and9 — 10) and a connection from— 12. The dotted high-bandwidth connections that are sensitive to such pa-
semicircles shows the interference area created by the twd@meters. _ .
one hop connections. The distance between the adjacerPireéctional Antennas and Multichannel models: A Di-
nodes of the grid is set such that the node can only reachféctional antennawith S sectors can be modelled by ap-
horizontal or vertical neighbors but not the diagonal nodes Plying vertex-splitting to each of node. A single vertex of
The shortest path frori — 12 passes through the region G(V; E) can be split into a clique of verticies with infi-
which experiences the interference from both the one-hopnit€ capacity edges to model intra-node flow of the packet.
connections. A larger routg-13-14-15-16-17-12ould A similar ex.te.ntlon to multichannel protocols can be done
avoid the interference from the connecti®# but not from by edge-splitting.
9-10. Let us denote this route §ath-1 Further increas-
ing the Path Stretch Factowould enable the routfr-13- 7 Conclusion and Future work
19-20-21-22-23-24-18-12yhich can avoid interference by
both the one-hop connection. Let this route be denoted by
Path-2 A larger grid with a realistic interference range was In this paper we proposed rode-basedinterference-
constructed and the effect of the path stretch factor was ob-ggnsitive, extensible multi-commodity flow formulation of
served in a similar scenario. The connection rate was ad'the routing problem in multi-hop wireless networks. Multi-

justed such that there are no Queue drops. The end-t0-enlje connection interaction were studied dadh Separation
delay study in Figure 2(b) shows that when we increase thepjatrics were abstracted. Approaches to control Bath
value ofPath Stretch Factarthere is a significant decrease gyretchand the significance of th@ommitment Periodnd

in the end-to-end delay. Even though the number of hopshe gottie-neck nodevere discussed and accounted to for-
of the connection is increased, a reduced interference rout mulate a simple, yet effective, objective function. The ex-

would improve the end-to-end delay. Similar imrovement tensibility of the model was shown by the ease of tuning

was also observed in the jitter too. the objective function for desired connection parameters.
_ ) The results of the formulation in comparison to an existing
6 Discussion routing protocol show promising improvement that can be

achieved in connection health, despite the preliminartgsta
This section presents limitations and possible extensionsof the model.
of the model. Extensions to the model by applyifgyanch and price
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Figure 2. Path Stretch

techniques, which are well studied areas in integer multi- [5] A. Girard and B. Sanso. Multicommodity flow mod-

flow problems, would enable solving complex objectives
(e.g. minimizing the average of commitment period) to be
achieved in lesser run-times. In future work, we would like
to evaluate such optimizations.

The effect of scheduling is not fully understood in liter-

(6]
(7]

ature. Existing approaches either assume the presence of g

perfect globally coordinated scheduling or ignore its etffe
We have started identifying the types of scheduling inter-
actions that occur in contention based scheduling, and will
attempt to incorporate this information in the route sedact
process.

The ultimate goal of this work is to develop distributed
protocols that achieve more effective routing than pure
greedy approaches. This is also a major thrust of our fu-
ture research.
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