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Towards a Systems Theory of Algorithms

Florian Dérfler”, Zhiyu He™!, Giuseppe Belgioioso”, Saverio Bolognani®, John Lygeros”, & Michael Muehlebach'

Abstract—Traditionally, numerical algorithms are seen as iso-
lated pieces of code confined to an in silico existence. However,
this perspective is not appropriate for many modern computa-
tional approaches in control, learning, or optimization, wherein
in vivo algorithms interact with their environment. Examples
of such open algorithms include various real-time optimization-
based control strategies, reinforcement learning, decision-making
architectures, online optimization, and many more. Further, even
closed algorithms in learning or optimization are increasingly
abstracted in block diagrams with interacting dynamic modules
and pipelines. In this opinion paper, we state our vision on a
to-be-cultivated systems theory of algorithms and argue in favor
of viewing algorithms as open dynamical systems interacting
with other algorithms, physical systems, humans, or databases.
Remarkably, the manifold tools developed under the umbrella of
systems theory are well suited for addressing a range of challenges
in the algorithmic domain. We survey various instances where
the principles of algorithmic systems theory are being developed
and outline pertinent modeling, analysis, and design challenges.

I. VISION: SYSTEMS THEORY OF ALGORITHMS

In the realm of control systems research, our traditional
focus has predominantly revolved around dynamical systems,
leveraging the underlying principles of physics, chemistry,
biology, and so on to devise methods for modeling, analyzing,
and controlling them. However, a notable shift has occurred
due to the rise of computing techniques throughout the control
stack, ranging from conventional microcontrollers with limited
capabilities to advanced embedded real-time optimization and
intricate networked control systems. From a systems theory
perspective, the computing infrastructure has, to a large extent,
been treated as a somewhat opaque entity. This perspective
is gradually waning, prompting a necessary reevaluation,
wherein algorithms themselves assume a pivotal role akin to
open dynamical systems that are interconnected with other
computing (or non-computing) systems in real time.

This paradigm shift is neither entirely novel nor unique to
control systems. It has been recognized in specific contexts and
is also evident in optimization, machine learning, and other
disciplines which increasingly conceptualize algorithms and
computing pipelines as (interconnected) dynamical systems,
reflecting a broader change in perspective. We believe that the
tools we have honed for analyzing and controlling dynamical
systems can shed light on this emerging paradigm shift and
help to navigate it. In fact, they have already proved them-
selves in many algorithmic challenges. In this paper, we state
our vision on a to-be-cultivated systems theory of algorithms.
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Fig. 1. We advocate modelling an algorithm as an open discrete-time
dynamical system subject to inputs u, outputs y, an internal latent variable
(state) x, and exogeneous signal 7 collecting different sources of uncertainty.

series

A. Perspectives on Algorithms: Code or Dynamical Systems?

We demarcate two perspectives on algorithms that reflect
some central watersheds in systems theory, such as the distinc-
tions of closed versus open systems (i.e., that are either isolated
or interacting with their environment), offline versus online
decision making, or black-box versus structured systems. The
two perspectives are intentionally overstated and caricatured
to underscore our arguments more effectively. In fact, many
algorithms fall into the shades of grey between these extremes.

The traditional viewpoint is that algorithms are merely a
piece of code featuring some of the following characteristics:

¢ closed, i.e., its evolution is autonomous in the dynamical
systems sense: it is based only on initialization, random
seeds, and does not interact with the outside world;

« executed with batch data, not necessarily obeying causal-
ity, and operating offline or on a time scale distinct from
how data from the ambient world is collected (e.g., offline
smoothing of a previously recorded time series);

o perfect in its execution, i.e., running until termination de-
termined by internal criteria, such as a relative tolerance
or a maximum number of iterations; and

« monolithic, i.e., appearing to the outside as a black box
without any relevant internal structure.

This perspective is commonly adopted, for instance, when
an argmin operation is employed as a subroutine in a
controller. In general, the above characteristics can be found
in almost all implementations of numerical optimization-based
control, in control synthesis based on control barrier functions,
in system identification, adaptive and learning-based control
techniques, classical supervised learning methods, and so on.

In our opinion, this obviously caricatured perspective of an
algorithm as a “piece of code” is not suitable for many modern
computational approaches in control, learning, optimization,
game theory, and so on, wherein algorithms often need to be
reactive rather than isolated. Here, we advocate the perspective
that many algorithms take the form of a discrete-time dynam-
ical system with some or all of the following characteristics:

e open, i.e., endowed with inputs (e.g., real-time data or
measurements) and outputs (e.g., convergence residuals);



« executed online with streaming data in a causal manner;
« subject to imperfections with (early) termination depend-
ing on external criteria (e.g., real-time requirements); and
o possessing internal structure that can be leveraged when
interacting with the algorithm (e.g., a monotone response
of error residuals upon being queried by inputs).
This alternative perspective, illustrated in Fig. [I] is valid for
many numerical algorithms and prompts several questions that
can be studied with system-theoretic methods, including

« interconnection of algorithms, e.g., in machine learning
pipelines, control stacks, parallel and distributed comput-
ing, or also in non-cooperative environments;

« interconnection of algorithms with non-algorithmic (hu-
man or physical) systems, for example in recommender
systems or real-time optimization-based control;

o propagation of uncertainty, e.g., inexact algorithmic out-
puts (due to quantization or early stopping) become
exogenous disturbances for downstream algorithms; or

« performance metrics beyond convergence, such as tran-
sient metrics (e.g., running cost or regret) or input/output
gains (e.g., for disturbance amplification).

The reader can possibly already match different examples to
these two paradigms and the different bullet items above. Our
initial presentation of these paradigms is simplified and delib-
erately caricatured. Multiple real and in-depth case studies are
presented in Section [[I| showing the relevance of the systems
perspective and illustrate the above bullet items for certain
classes of algorithms, old and new. In addition, we present
a simple and disarming example below, well-known to all
control researchers and engineers, that can reflect either the
“piece of code” or the “dynamical system” paradigm.

B. A Disarming Example Reflecting the Dichotomy

Consider the problem of estimating an unknown quantity
from a measurement residual (as in observer design, identifi-
cation, adaptive control, and so on), which can be performed
either by least-squares minimization or with a Kalman filter
[1]]. The two approaches reflect the characteristics of the “piece
of code” and “dynamical systems” paradigms, respectively.

To be specific, consider the linear measurement equation
y; = Cix +1n;, where x € R™ is the to-be-inferred parameter,
and 7 € {1,...,n} indexes a sequence of n measurements
of y; € R and C; € R subject to independent zero-mean
Gaussian noise 7; ~ N(0,%;) with variance 3; > 0. In a
Bayesian setting, assume that a prior of z ~ A/(0,1I) is given
with positive definite IT € R™*™. Given batch data (y;, C;),
the best (maximum a posteriori probability) estimate of x is
obtained by minimizing the regularized least-squares criterion

n
% = arg min, Zi:l lly: — C’ixH;;l + Har:||2H_1 , (D

the solution of which is given by the familiar regularized and
weighted pseudo-inverse. This procedure reflects the perspec-
tive of the estimation algorithm to be a perfect and isolated
piece of code running offline and with batch data.

Consider now a continuous data stream (y;,C;), i € Z>q.
In this setting, repeatedly solving the least-squares problem
(I) with ever increasing data size and ever larger matrices
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Fig. 2. The Kalman filtering approach (@) is an online algorithm to solve
the least-squares problem () with streaming data.

is impractical. Adopting a system-theoretic perspective, we
model the data stream by means of the stochastic process
T =mi—1, Y =Cimi+n.

We can infer the best state estimate Z; € R™ and its covariance
P; € R™ ™ at time ¢ by means of the Kalman filter
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initialized with £ = 0 and P_; = II. The Kalman filter
(), illustrated in Fig. [2] is an online algorithm to solve the
least-squares problem (I) with streaming data, also known as
recursive least squares, and it reflects the dynamical systems
perspective on algorithms, i.e., it is online, causal, it is fed by
streaming data, its structure is interpretable, it can be paired
with downstream (e.g., control) algorithms, and so on.

C. Position

In this opinion paper, we champion the view of algorithms
as open dynamical systems, arguing that this paradigm is better
suited for the analysis and design of modern computational
methods, computing pipelines, and their interaction with other
computing systems, physical systems, or humans.

Such thoughts — advocating a systems theory perspective
on algorithms — have often been voiced from a didactic
perspective [2] and for analysis and design of algorithms in
optimization [3[]-[6], machine learning [7]-[10], and more
general iterative algorithms [[11]-[[16]] in linear algebra, nu-
merical integration, and so on. From a bird’s eye view, the
running theme in this literature is that fixed-point iterations —
arguably the workhorse of computing — can be abstracted as a
discrete-time dynamical system x+ = f(x) (or, in continuous
time, as a differential equation), typically with a structured
right-hand side and amenable to a system-theoretic analysis.

These prior works almost exclusively study algorithms as
closed systems, whereas here we want to particularly advocate
the viewpoint of an algorithm as an open system interacting
with its environment. An early and successful precursor in
this line of thinking is the literature surrounding real-time
iteration [17] analyzing Model Predictive Control (MPC) [[18]]
as the closed-loop interconnection of a (physical) dynamical
system with a running Newton-type algorithm for solving the
optimal control problem and demonstrating joint contraction of
the physical and algorithmic dynamics. Further early touching
points of control systems and algorithms are found in sampled-
data and quantized control [[19], [20], extremum seeking [21]],



[22], error propagation of recursive least squares [23], or
the broader field of adaptive control [24], [25] seeking joint
convergence of parameter estimation and a closed-loop system.

On an abstract level, the field of control is concerned with
the cyber-physical interconnection of controllers (implemented
as digital “algorithms™) with real-world processes. Beyond
control, open algorithms interacting with their environment
(either other algorithms or non-algorithmic systems) are also
common in the computing domain (parallel, distributed, or
pipelines of algorithms), learning methods, and their applica-
tions; see Section [} for a few contemporary examples.

In this opinion paper, we put forward three key messages
for the systems and control community:

e Some of our core strengths are the power of abstraction
and deep understanding of feedback loops. We are trained
to think in terms of block diagrams thereby imposing
structure, modularizing, and taming complexity. Systems
theory brings not only a different perspective but also a
powerful set of tools to study and design algorithms.

o Modern algorithms are seldomly isolated pieces of code
confined to an in silico existence, but they operate in
vivo, i.e., in feedback with other algorithms, data bases,
the physical world, or even humans. The concept of
feedback is the very core of control, and that is why
our community should embrace topics in an ever-more
digital, computational, data-rich, and algorithmic world.

« While we can offer a new perspective, a direct application
of our tools is insufficient for generating a lasting impact.
Therefore, we must expand our methodological base by
integrating tools that are not broadly adopted in our field.
These include computational tools (such as automatic dif-
ferentiation and parallelization), analysis methods (such
as (monotone) operator theory), statistical tools (such as
sampling-based methods, generative modeling, or boot-
strapping), and complexity theory, among others.

While the first two points encourage our involvement and
urge us to prioritize algorithms as a central topic within the
systems control community, the third point comes with a
note of caution. It advises against unsolicited involvement and
warns about the pitfalls of merely importing computational
challenges into our field for the sake and joy of mathematical
exploration alone. Instead, to create meaningful contributions,
we need to adopt terminologies and techniques from the realm
of computer science and engage in genuine collaborations.

D. Outline

In Section [II, we present a suite of examples and success
stories, where the dynamical systems perspective is appropri-
ate and possibly the most effective approach to handle the
problem’s complexity. In Section [[T} we present a list of grand
challenges that can possibly be addressed from the dynamical
systems perspective. While these are certainly ambitious, they
should guide and inform future research endeavors. Finally,
Section [IV] concludes the paper with a brief discussion.

We close with two brief disclaimers: First, given the numer-
ous touching points of system theory and algorithms, we do
not intend to comprehensively survey the vast body of related

work — MPC itself is a universe next to many others — but
we selectively sample the literature. Second, our advocated
position on a to-be-cultivated systems theory of algorithms is
neither novel nor unique: many of the quoted references date
back decades. Further, system-theoretic tools like Lyapunov,
small gain, or passivity are widely used in the algorithmic
domain, often under different names: for instance, the interplay
between monotone operators and passivity properties is well-
documented [26]]. However, the system-theoretic perspective
on algorithms is increasingly timely and shared, as shown next.

II. WHEN THE SYSTEM-THEORETIC PERSPECTIVE ON
ALGORITHMS PROVES ADVANTAGEOUS

In this section, we provide a set of compelling examples that
demonstrate the application of systems theory in examining
open and interconnected algorithms operating in in vivo or
in silico environments, that is, interconnected with physical
systems or humans or confined to the computing world (though
in setting where a system-theoretic viewpoint proves very
useful). We selected three domains to highlight the conver-
gence and synergistic interaction between systems theory and
computational algorithms: the analysis, design, and interplay
of optimization and learning algorithms; real-time algorithms
in feedback loops; and decision-making architectures.

A. Analysis, Design, and Interplay of Algorithms in Optimiza-
tion and Learning

The system-theoretic perspective on algorithms has already
had a significant impact on the analysis and design of opti-
mization and learning algorithms in the computing world. This
influence is likely to become even more dominant, as emerging
control and machine learning challenges — such as personal-
ized health care, autonomous supply chain management, or the
development of recommender systems — continue to grow in
complexity. Furthermore, as algorithms become increasingly
complicated and intertwined, their interplay calls for an effec-
tive means of characterizing and taming complexity.

The system-theoretic view has the potential to address these
challenges by providing the following important features:

e Abstraction: Abstracting algorithms as systems allows us
to think in block diagrams. This breaks down complexity
and enables the study of feedback, uncertainty, bias
propagation, and dynamic interaction among blocks.

e Analysis and design: Systems theory provides con-
cepts, such as time-scale separation, system gains (e.g.,
Ho/Ho), integral quadratic constraints, and small-gain
theorems, which provide insights into the stability and
performance of algorithms, and are useful for design —
especially when algorithms interact with one another or
with their environment; see also Section [[I-B

e Going beyond convergence: Traditional analysis often
focuses on convergence certificates, but systems theory
allows us to answer broader questions about disturbance
rejection, regret, or architectural design, see also Sec-
tion This shift in focus can be crucial for real-world
applications, where convergence might be insufficient.



Mathematical optimization has been strongly influenced
by systems theory ideas. An early illustration is the Arrow-
Hurwitz method [27] for computing saddle points, which was
introduced as a dynamical system and analyzed with tools
from calculus. Later, researchers such as R. Brockett, U.
Helmke, and J. B. Moore [3]], [[6] expanded the use of calculus
and differential geometry to demonstrate that computational
tasks, such as diagonalizing matrices or sorting lists, can be
framed as isospectral flows, i.e., matrix differential equations
preserving eigenvalues. Recent investigations into momentum-
based optimization [28|] have also highlighted connections to
symplectic geometry, enabling a qualitative understanding of
momentum and establishing convergence rates in a nonconvex
setting. Moreover, the analysis and design of gradient-based
algorithms and numerical integrators for ordinary differential
equations [[15]], [[16] are closely related to the Lur’e problem,
i.e., the feedback interconnection of a linear dynamical system
with a static nonlinearity [29]]. This relation led to many works
deriving i) tight upper bounds on the convergence rate via
integral quadratic constraints [3|], [4]], parametric Lyapunov
functions [30], or the Performance Estimation Problem ap-
proach [31]], [32], ii) lower bounds [33]], and iii) convergence
rates for distributed optimization [34]. It also inspired the
principled design of gradient-based optimization algorithms by
tuning algorithm parameters via system-theoretic tools [35].

The following examples illustrate this systems perspective
on prototypical optimization problems and (continuous- and
discrete-time) algorithms to solve them. In the first example,
we present the role of feedback control in shaping the perfor-
mance of a primal-dual optimization algorithm.

Example 1 (Primal-dual algorithms as proportional-integral
controllers). We discuss the control-theoretic interpretation
of the role of the augmented Lagrangian [36|]. Consider the
following equality-constrained problem

st Az —b=0, 3)
where © € R", A € R™*", b€ R™, and f : R™ — R is the
objective. The augmented Lagrangian is L(x,\) = f(z) +
A (Az —b) + §||Az — b||?, where X € R™ is the multiplier,
and p > 0 is the penalty parameter. To solve problem (), the
classic saddle-point flow associated with L(x, \) is

min, f(z)

i=-V,L(x,\) = -Vf(x)— A"\ = pAT (Az — D), (4a)
A=~V L(z,\) = Az —b. (4b)

From a dynamics perspective, the vector field @) decomposes
into symplectic (rotational) dynamics induced by the constraint
Ax — b and dissipation induced by the gradient of the cost
f(z) aided by the quadratic penalty 5|/ Az — b||*. From an
optimization perspective, this quadratic penalty regularizes
f(x) which is not necessarily strongly convex, thus facilitating
convergence. Finally, from a control viewpoint, this quadratic
penalty yields a proportional control term in that regulates
the transient constraint violation, i.e., Ax —b. The dual ascent
(D) further brings an integral part, thus contributing to
constraint satisfaction. The block diagram in Fig. 3| reveals the
structure of the overall dynamics @) as a proportional-integral

PI control
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Fig. 4. The block diagram illustrates the structure () of gradient-based
optimization algorithms, where I,, denotes the identity matrix of size n.

(PI) control. This structure results in favorable properties,
such as fast stabilization and elimination of steady-state error.

The second example showcases how a broad class of
algorithms can be abstracted via a classical system-theoretic
framework, namely as instances of the Lur’e problem [29].

Example 2 (Gradient-based algorithms as closed-loop sys-
tems). We illustrate how a system-theoretic perspective on
gradient-based optimization algorithms facilitates analysis
and design [4|], [|35]]. Consider the unconstrained problem

(&)

where f : R™ — R is the objective. A multitude of gradient-
based optimization algorithms for solving problem (5) are
based on the following parameterized dynamics

Ehpr = (L4 B)ér — BEk—1 — aV f(yr),
yr = (L +7)& — ¥ék—1,
xp = (140)& — 0&k—1,

where x, € R" is the primal variable, &,y € R™ are
memory states, and o« > 0 and B,7v,0 > 0 are design
parameters [35)]. For instance, 5 = v = § = 0 recovers
gradient descent, and Nesterov’s accelerated gradient method
[37] is obtained for B = v and § = 0. Figure 4| illustrates the
abstraction of algorithm (6) into the feedback interconnection
of a linear dynamical system and a static nonlinearity, the
gradient V f, which is a prototypical instance of the Lur’e
problem. For the analysis integral quadratic constraints can
be leveraged to characterize this nonlinearity and to derive
sufficient parametric conditions that ensure a stable closed-
loop system (i.e., a convergent algorithm) when the objective f
belongs to a certain class [4]. In terms of design, by analyzing
the zeros and poles of the transfer functions of the blocks in
Figure {] a set of parameters for (6) can be identified that
leads to the so-called triple momentum method, which enjoys
the fastest known convergence rate [35]].

min, f(z),

(6)

Whereas the previous examples revealed a natural feedback



control structure emerging in an isolated optimization algo-
rithm confined to the computing world, we now turn to a
feedforward viewpoint useful in the design of algorithms that
are subjected to disturbance inputs from their environment.

Example 3 (Feedforward for time-varying optimization).
Feedforward methods can be used for accurate tracking of the
solutions to time-varying optimization problems of the form

)

where the objective f(x;t) is twice continuously differentiable

and strongly convex in x, and it is revealed before the decision

x is committed at every time t. Such a time-varying objective

can result from real-time decision-making with streaming data

(e.g., disturbances or tracking signals) from the environment.
The standard Newton flow to solve problem is

:E(t) = —me(x;t)_lvxf(x;t) ) 3

where V.. f(x;t) is the Hessian matrix. Implementing this
solution will result in a tracking error that depends on
z*(t), the rate of change of the optimizer. To achieve
asymptotically accurate tracking, we can exploit a feedfor-
ward correction term that accounts for the variation t*(t).
We know from the implicit function theorem that *(t) =
~Vaof(@*8) W f(2*;t), where Vi, f is the derivative
of the gradient V. f with respect to time. Since x(t) in-
stead of x*(t) is available, a running estimate of ©*(t) is
Vo f(x;8) IV f(2;t). Thus, an algorithm that utilizes
feedforward correction via such an estimate of x*(t) is

i(t) = —Vaaf (2 ) T (Vo f (z:t) + Vie f(z:1)) . (9)

With ), x(t) asymptotically converges to z*(t) and tracks
the solution of [38)], [39]].

2*(t) = argmingcpn f(x3t),

Beyond the above success stories in optimization, systems
theory has also triggered important developments in machine
learning. Novikoff’s proof of the convergence of the per-
ceptron algorithm [40]], that describes the perceptron as a
dynamical system, can be seen as the birth of statistical
learning theory. Similarly, the backpropagation algorithm is
equivalent to the adjoint or co-state dynamics of a particular
optimal control problem [41]. Co-state dynamics also find
application in neural ordinary differential equations, where the
output corresponds to the solution of an ordinary differen-
tial equation with the right-hand side specified by a neural
network. Furthermore, the core of diffusion-based generative
modeling lies in a stochastic differential equation that links
a prior (e.g., Gaussian) distribution with an unknown data
distribution. This link elucidates that the Kullback-Leibler
divergence [42] between the data distribution and the Gaussian
distribution corresponds to the minimal total control cost [43]],
and it facilitates deriving sampling algorithms and the optimal
drift [43], [44]. Finally, the growing integration of state-space
models into the architectures of foundational deep neural
networks demonstrates the influence of systems theory [45].

Example 4 (Structured state-space sequence model). Founda-
tion models are widely adopted in modern machine learning
practice. These are pre-trained on massive data and then
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Fig. 5. The block diagram adapted from [45} Figure 1] shows the structured
state-space sequence model. Stacks of such models form a foundation model.

fine-tuned for downstream tasks. To date, these models have
predominantly relied on the transformer architecture and
the attention mechanism [46|]. However, existing transformer-
based models can suffer from computational inefficiency when
processing large sequences (e.g., text, images, or genomics
data) and performing tasks where long-range dependencies
are important. Structured state-space sequence models have
been proposed as promising alternative [47] to resolve these
computational bottlenecks. The core of these sequence models
consists of a linear state-space block mapping inputs to
outputs through a latent state, which encompasses information
on the past, see Fig.[3|[45]]. The system matrices can be further
chosen as input-dependent to propagate or forget information
of long sequences. Moreover, other pre- and post-processing
(e.g., convolution, activation, or softmax operations) blocks
are leveraged. When such structured state-space sequence
models are stacked, the overall neural network architecture
achieves state-of-the-art performance in various domains [47)].

In these examples, systems theory has been used to analyze
optimization algorithms or foundation models that can be
abstracted as feedback interconnections of few blocks. There
are many other applications where the full power of a system-
theoretic approach can be brought to bear. For example,
computing pipelines discussed also in Section comprise
a cascade of algorithms that perform data analysis tasks
(e.g. data collection, aggregation, stochastic gradient updates,
model deployment). While each of the individual blocks can
be understood in isolation, their interconnection may lead to
unexpected behaviors — a feature that system theorists are well
accustomed with [48[]-[50]. An important example are deep-
learning-based recommender systems, where current pipelines
are brute-force optimized via stochastic gradient descent [S1]]
and may lead to sub-optimal performance, frequent crashes,
or require impractical cluster reorganizations [52]. These
last examples leave the realm of algorithms confined to the
computing world towards algorithms that interact with their
environment. We delve into this topic in Section below.

B. Real-Time Algorithms in Feedback Loops

Increasingly, algorithms dynamically engage in real-time
with real-world scenarios, in closed-loop with physical plants,
social and socio-technical networks, data-generating processes,
or even other algorithms. For instance:

« In physical systems, iterative optimization algorithms are
essential for optimization-based control. Such algorithms
continuously adapt and respond in real time to changing
operating conditions and exogenous disturbances, main-
taining optimal performance of the physical plant.
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Fig. 6. Contemporary iterative algorithms emerging in different research
areas and application domains run in real-time and closed-loop with complex
(i.e., networked, uncertain, noisy) dynamical systems, such as physical plants,
social networks, data-generating processes, or other iterative algorithms.

o Within the sphere of human interaction, as in social net-
works, similar algorithms power recommender systems,
shaping user experiences based on evolving individual
preferences, behavioral patterns, and global trends. The
resulting user serves again for training of the algorithms.

o In generative Al, iterative training algorithms learn from
vast, ever-changing datasets and enable the creation of
increasingly sophisticated outputs (e.g., realistic images,
life-like synthesized voices, accurate predictive text). The
generated data eventually serves again for training.

« In reinforcement learning, candidate control policies are
evaluated in roll-outs. The resulting reward signals are
then used to update the policies, resulting in a feedback
loop between policy evaluation and policy improvement.

o In the domain of networked systems, agent-based algo-
rithms play a pivotal role in parallel computing, dis-
tributed optimization, and finding equilibria of non-
cooperative games, facilitating efficient information pro-
cessing and decision-making across network nodes.

Additionally, algorithms engage in feedback interactions
with other algorithms, for example in bi-level programs, where
one algorithm’s output becomes another algorithm’s input, cre-
ating a multi-layered decision-making process. Finally, there
are also scenarios where algorithms dynamically interact in a
fully competitive setting, e.g., in high-speed trading.

Viewed through the lens of systems theory, these in vivo
algorithms can be conceptualized as feedback interconnections
between dynamical systems, as illustrated in Figure [6] Here,
the “world” block can assume different meanings depending
on the specific context. For example, in optimization-based
control schemes (e.g., MPC [17], [18], [53], [54], extremum
seeking [21]], [22], feedback optimization [55] and equilibrium
seeking [56]]), the “world” embodies the physical plant that we
would like to operate safely and efficiently. In distributed opti-
mization and network games, it represents the communication
protocol, such as dynamic average consensus [57]], used by the
nodes to compute network-level quantities, such as the average
gradient in gradient-tracking schemes [58[], [S9] or the average
strategy in aggregative games [[60]]. In reinforcement learning,
for example in policy gradient methods like REINFORCE
[61], the world represents the plant on which a policy can be
tested to assess the corresponding reward, which is then used

in an iterative search procedure; see [62] for a seminal work
where the plant is a robot. Finally, in hyper-gradient schemes
for bi-level programs [63], the “world” represents the iterative
algorithm used to solve the lower-level optimization problem.
The common challenges in all these scenarios stem from
the complex and often real-time feedback interplay between
the iterative algorithms and the dynamical systems they are
interconnected with. Traditional asymptotic performance met-
rics for iterative algorithms and convergence certificates for
dynamical systems fall short in such dynamic environments.
The focus instead shifts to evaluating input-output properties
(e.g., robust stability), understanding error propagation (e.g.,
via gains), considering transient metrics (e.g., running cost or
regret), and deriving quantitative certificates on the intercon-
nection of systems at different time scales (e.g., via singular
perturbation analysis). These factors demand a nuanced ap-
proach to gauge algorithmic performance in online and noisy
contexts, where algorithms and systems interact continuously.
Building on this understanding, systems theory emerges as
a common lingua franca and a formidable framework to tackle
these challenges. It brings to the fore mathematical tools such
as dissipativity, small-gain theory, and singular perturbation
methods cultivated in our community [29]], [48[]-[50], which
are instrumental in examining and ensuring the stability and
robustness of feedback interconnections. This system-theoretic
perspective has been crucial in many success stories across
various applications, from control systems to network strate-
gies and data-driven algorithms. We outline some illustrative
examples and provide references for a detailed exposition.

Example 5 (Sub-optimal Model Predictive Control). Standard
MPC is a feedback law k(x) = v that given the state, x, at
time t, returns the first sample of the control input sequence,
v, that solves a multi-stage optimization problem of the form

arg I?IVH ZkK:_Ol (ks vie) + Le(Ekc)

S(xt) = s.1. £k+1 = f(glw Vk), Vk e H (10)
v €U, Vk et
50 = xtv

where (s and {, are the stage and terminal costs, respectively,
f(,-) encodes the plant dynamics, U are the input constraints,
and H ={0,...,T —1}. As the problem (10) is parametrized
in the initial conditions x., it needs to be re-solved at every
sampling time. Solving to optimality in real time may
not always be feasible for systems with limited computing
power, fast sampling rates, network structure, or highly non-
linear dynamics. Nevertheless, S(x;) can be approximated by
maintaining a running solution estimate z; and improving it at
each sampling instant by using n iterations of an iterative op-
timization method T (e.g., sequential quadratic programming,
as in [64|]) warm-started with the estimate from the previous
sampling instant z;_1. This gives rise to an algorithm

2t :Tn(zt—17$t) (11)

From a system-theoretic perspective, this sub-optimal MPC
law can be conceptualized as a feedback interconnection
between two dynamical systems, the optimization algorithm
and the plant, as illustrated in Figure []} The stability and



robustness of this cyber-physical interconnection can be es-
tablished using a celebrated system-theoretic result: the small-
gain theorem. Remarkably, this system-theoretic analysis re-
veals that there is an (a-priori) fixed number of iterations n of
the algorithm T for which sub-optimal MPC retains similar
stability and robustness properties to its nominal counterpart
[53)]. Intuitively, this can be also regarded as a time-scale
separation condition requiring the optimization dynamics (I1))
to be sufficiently faster than the plant dynamics.

Nominal MPC Sub-optimal MPC

2t =T"(z,2)

u==zz

u = k(x)

zt = f(z,u)

zt = f(mau)

Fig. 7. [53} Figure 1] Left: Nominal MPC as a static feedback law x(x).
Right: Sub-optimal MPC as a feedback interconnection between a physical
plant and an optimization algorithm with a solution estimate z, as its internal
state, dynamics defined by its iteration 7 (z,x), and an output matrix =
selecting the first sample of the control input sequence z.

Example 6 (Distributed Optimization via Gradient Tracking).
In this example, extrapolated from [58], we consider the
following distributed convex optimization problem

.1 n
min — (x
x n Zi:l fl( )7
where each function f; is held private by agent i. The agents
are connected via a communication network and want to

collaboratively solve (12)), while exchanging information with
neighboring agents. A conceptual iteration solving is

(12)

1
Pt = Wah — a;llTVf(:ck), (13)
where © = [z ... xI]T is the stacked vector of local

solution estimates x;, W is a doubly-stochastic mixing matrix
that is consistent with the network structure, o is a step size,
and Vf(x) = [Vfi(z1)" ... Vfu(xn)T]T collects the local
gradients. Unfortunately, is not amenable to a distributed
implementation, as it requires a central node to provide the
average of the gradients %llTVf(a:). Nevertheless, a dis-
tributed approximation of (13) can be obtained by replacing
the average gradient with surrogate variables s, updated as

s"T =Wk + (V") - V(b)) (14)
and initialized as s° = Vf(xz°). The update is an

instance of dynamic average consensus, a technique origi-
nally introduced in [57|] for dynamically tracking the average
state of a multi-agent system. After the change of variables
z = s — Vf(x), the resulting distributed iteration reads as

bt = Wwak — a(Vf(xb) + 25), (15a)
2K = W2k — (I - W)V f(xh), (15b)

with 20 = 0. This can be seen as a feedback interconnection
between the optimization algorithm and the dynamic average

consensus protocol, as illustrated in Fig. [8 If the consensus
dynamics are sufficiently fast, then the optimization
dynamics (15d) track the nominal algorithm in (13). This
intuition can be exploited with formal small-gain [58] and
(similarly) singular perturbation [59|] arguments that yield
convergence certificates, including bounds on the step size .

Distributed Gradient Descent

zt =Wz -a(Vf(x)+z)
y=—-(I-W)Vf(z)

2P =Wz+y

Dynamic Average Consensus

Fig. 8. A system-theoretic interpretation of the gradient-tracking algorithm
[58] as a feedback interconnection between the gradient descent dynamics
and a dynamic average consensus protocol [57]]. The dynamics are obtained
from ([3)—(T4) with the change of variables z = s — V f(x), see [65].

Example 7 (Online Feedback Optimization). Consider the
problem of “efficiently” operating a physical plant described
by the state-space system

(16a)
(16b)

i - f(x’u7 w)’
y = g(z,w),

where x is the state, y is the output, u is the control input, and
w is an exogenous disturbance. We assume that (10)) is stable
and admits a steady-state input-output mapping h(u,w). The
control objective is to steer (16) to an economic steady state,
implicitly described via the optimization problem

min @ (u, s) (17a)
st s = h(u,w), (17b)
ueld, se)y (17¢)

where ®(u, s) evaluates the steady-state performance of the
plant, U and Y are the sets of admissible inputs and outputs.

If the input-output model h(-) is perfectly known, and the
exogenous signal w is perfectly predicted, then (I7) can be
solved offline, and the solution implemented on the system
(T6). This feedforward approach, represented in the left panel
of Figure [9 lacks robustness to model uncertainty and vari-
ations in the exogenous disturbance. Online Feedback Opti-
mization [55|] is an alternative approach to this steady-state
regulation problem driven by the system-theoretic intuition that
feedback introduces robustness. The core idea is to steer the
dynamical system (16) to the solution of the optimization
by using any (appropriate) iterative algorithm of the form

uF = Tk, yb). (18)

Crucially, in (I8) the evaluation of the input-output model
h(u,w) is replaced by online measurements of the output
y obtained directly from the plant (16). This closed-loop
optimization procedure not only improves robustness against
time-varying disturbances but also reduces model dependence
and computational effort, as the evaluation of h(u,w) is



outsourced to the physics. When takes the form of a
stochastic gradient descent, the scheme resembles classical
extremum seeking [21|], [22]]. From a system-theoretic per-
spective, Online Feedback Optimization is a feedback inter-
connection of two dynamical systems: the iterative algorithm
and the physical plant, as shown in the right panel of
Figure[9 This system-theoretic perspective applies more gen-
erally to Feedback Equilibrium Seeking problem of steering
a dynamical system so that it tracks the solutions of time-
varying generalized equations; these can be local minimizers
of nonlinear programs as in but also Nash equilibria of
non-cooperative games. Input-to-state stability and small-gain
theory prove to be powerful tools to certify the stability and
robustness of this cyber-physical interconnection [56]].

Offline Optimization Online Feedback Optimization

Single iteration
ut =T (u,y)

W —
N Solver
h(-) =

= f(z,u,w)

y = g(z,w)

&= f(z,u,w)

y = g(z,w)

I
|
I
|
I
|
I
|
I
e—w |
I

Fig. 9. Left: In offline optimization, a static model h of the physical plant (T6)
and a forecast w of the exogenous disturbance are used within an appropriate
solver to find a solution to offline; then, the outcome of the offline
optimization routine is fed to the physical plant. Right: In online feedback
optimization, measurements y obtained by sampling the physical plant (T6)
are integrated within an iterative algorithm 77(-) that solves (I7), creating a
cyber-physical feedback interconnection robust to exogenous disturbances w.

These examples demonstrate the profound impact that a
system-theoretic perspective can provide in enhancing our
analysis and design of real-time algorithms in feedback loops.
The small-gain analysis in Example [5] paves the way for
applying MPC [18]] — the go-to methodology for constrained
control — to a broader array of safety-critical systems that
cannot benefit from standard MPC implementations, due to
limited computing power, fast sampling rates [53], [54], or
large network structures [66]]. Similarly, the intuition of in-
tegrating dynamic average consensus into (centralized) algo-
rithms, as showcased in Example [6] has been instrumental
in the development of many novel distributed algorithms for
multi-agent optimization and noncooperative games over large
networks, (see [59] and references therein). Finally, the online
feedback optimization approach in Example[/] by allowing the
optimal operation of complex physical systems despite the lack
of precise model information, has provided a novel solution
to several engineering problems, especially in the real-time
operation of electrical power systems [38]], [55], [67]-[69].

To conclude this section, we highlight some areas where
the system-theoretic perspective, while not fully harnessed or
widely accepted, has the potential to provide new insights.
One exciting possibility is using a control-theoretic approach
to study the phenomenon of performative prediction, where
the decision of an algorithm (typically a predictive one) affects
the environment and, therefore, the data that is fed back into
the same algorithm. The predominant paradigm of statistical
learning addresses data-generating distributions unaffected by

algorithmic decisions, excluding the phenomenon of endoge-
nous distribution shift, i.e., performativity [70]. The inability
to understand and control this phenomenon is particularly
concerning in socio-technical systems, where it is closely
connected to the emergence of bias and unfairness [71]]. For
example, machine learning predictions used in loan approvals
impact future default rates that, in turn, affect the data that
is used for training the machine learning models. Similarly,
we are currently witnessing the deployment of large language
models already significantly impacting content on the internet,
and these will be again the basis for training new language
models. Systems theory has the potential to provide a frame-
work for understanding interconnections between computa-
tion, predictions, and interactions with the real world.

Another inspiring direction comes from the field of data-
driven predictive control [[72f], [[73]]. This control methodology
has recently gained research momentum thanks to its ability to
provide predictive control actions directly from raw data, thus
bypassing the often expensive system identification step [[74].
However, this comes at the price of an increased complexity of
online computations. This curse of dimensionality often ren-
ders data-driven predictive control inapplicable to large-scale
and/or highly nonlinear systems, where, ironically, model-free
control would be most beneficial. Drawing parallels with the
MPC strategy from Example [5] a potential solution may lie in
adopting a suboptimal version coupled with a similar small-
gain analysis. This approach holds promise for mitigating the
current computational challenges, thereby unlocking the poten-
tial of data-driven predictive control for broader applications
in complex environments, such as infrastructure networks.

C. Decision-Making Architectures

Control engineers are inherently inclined to abstract and
conceptualize in block diagrams, imposing structure, modular-
ization, and managing complexity. This leaves them uniquely
positioned to analyze and design architectures emerging in
algorithmic pipelines, extensive machine learning systems, or
autonomous decision-making. For instance, we are accustomed
to addressing queries like determining the demarcation of
system boundaries, identifying the interacting components,
assessing the extent of tolerable uncertainty, ensuring desired
certifications under interconnected systems, and similar con-
siderations. These questions are increasingly relevant in large
algorithmic pipelines and even within individual components{ﬂ

Rather than arguing in general terms, let us focus on
interconnected algorithms and architectures in control systems,
which is a running thread in the IEEE Control System Society
2030 roadmap [75]. Fig. [I0] depicts a prototypical layered
decision-making architecture — sometimes also referred to
as a control stack or autonomy stack — implementing an
automatic control system from sensing, over identification,
estimation, planning, and so forth, to the ultimate actuation
of the system, and finally closing the loop back to sensing.
We highlight that every block in Fig. [I0] relies on an iterative

'For example, DARPA’s Data Driven Discovery of Models program is
concerned with the automation of machine learning pipelines both in terms
of their architecture and components: https://datadrivendiscovery.org,


https://datadrivendiscovery.org
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Fig. 10. The block diagram illustrates a prototypical layered decision-making
architecture — also termed control stack — in an automatic control system.

numerical algorithm (unless it is explicit such as a PI control)
prone to propagating uncertainty or errors especially when
implemented in real-time or resource-constrained platforms.
While the architecture in Fig. is prototypical and often
encountered with minor deviations, we remark that many
competing architectures have been put forward that either
merge or side-step some of the elements. Examples include:

e (Economic) MPC [18], [[76] merges planning and control,
and it can also naturally include moving horizon estima-
tion as well as the safety filter tasks — the latter of which
is often separately handled by barrier functions [77].

o Direct data-driven control methods side-step the identi-
fication of a model or condense the entire control stack
into a single end-to-end learning problem of the form

19)

subject to (u,y) compatible with recorded data

minimize, , objective(u,y)

where (u,y) denote the inputs and outputsE] The con-
ventional, layered architecture for solving (I9), starting
with system identification and possibly including other
elements from Fig. [I0] restricts the search space of
control policies in (I9) and facilitates the solution by
imposing structure, injecting side-information, filtering of
noise, and so on. It may also, however, induce erroneous
bias and suboptimality; see [74] for a discussion.

Some core foundations of our discipline concern separation
principles. Despite looking intrinsically coupled, different sub-
routines in Fig. can be designed and executed separately;
a typical example is LQR and Kalman filtering. Conversely,
some subroutines that look inherently sequential may benefit
from bi-directional interactions, e.g., identification for control

2We are deliberately vague concerning the “compatible” quantifier in (D). 1t
may literally correspond to minimizing a residual between (u, y) and observed
data, as in imitation learning [[78] or data-enabled predictive control [72].

recognizes that the “downstream” control task should bias
the “upstream” identification task [79]]. Similar considerations
can be found in the machine learning and operations research
communities under different names [80f], [81].

A relevant historical example of interconnected algorithms
akin to a control stack is internet congestion control, where the
system-theoretic approach brought structure, interpretability,
and improvements to the architecture [82[]—[84]]. Communica-
tion over the internet is governed by transmission control pro-
tocols which, in their simplest form, are based on the following
mechanism: A source probes the network by increasing its
transmission rate until congestion is detected, at which point
the rate is decreased. Crucially, the lower-level protocols that
control the transmission of the data stream over the physical
media need to be able to provide upstream information about
congestion (which can be detected through delays, dropped
packets, or explicit packet flags set by intermediate routers).
This mechanism can be reverse-engineered as a saddle-point
seeking dynamical system (similar to (@) that converges to
the solution of a network utility maximization problem. This
system-theoretic perspective on internet congestion control
provided important insights into optimality, stability, and ro-
bustness with respect to network capacity and delays.

The above examples provide plenty of arguments in favor
of one or the other architecture, and a truly grand challenge
concerns the layering and decomposition of the control stack
[75], [85]. We believe that a system-theoretic perspective,
namely viewing an algorithm stack as interconnected systems,
provides a promising angle on how to draw and analyze the
block diagram, e.g., concerning propagation of uncertainty,
(sub)optimality of architectures, or decomposition into sub-
tasks, among others. Recent notable algorithmic perspectives
on the control stack concern the separation and coupling of
planning and tracking [86] or the feedback interconnection
of recursive least squares and policy iteration [87]]. As a last
thought, the whole composition of algorithms making up the
control stack becomes itself an algorithmic system which can
be analyzed as such concerning its input/output properties.

We did not touch upon several “digital” algorithmic aspects
related to Fig. e.g., different levels of the control stack
typically run at different rates, employ models of different
fidelity, and are formulated in either discrete or continuous
time; see [85]]. Further, Fig. [I0] does not display the higher
logic algorithmic layer whose specifications dictate the choices
of optimization criteria and constraints in individual blocks
in Fig. This logic layer comes with its own architectural
challenges and solutions [88]], [89] that need to be integrated.

Undoubtedly, within our discipline, there is a need to
comprehend and devise an effective approach to architectural
challenges, such as layering and modularity. We believe that
this discussion and the ensuing methodologies will be bene-
ficial not just within control but also for broader applications
in interconnected algorithms and pipelines.

III. CHALLENGES THAT APPEAR APPROACHABLE FROM
THE SYSTEM-THEORETIC PERSPECTIVE

We now examine the potential of the system-theoretic
perspective to offer new solutions to contemporary challenges



of algorithms operating in silico or in vivo. Our focus is on
introducing a novel perspective that opens up fresh avenues
for tackling a range of complex problems, aiming to surpass
the state of the art. Going beyond the case studies discussed in
the earlier sections (where systems theory has already achieved
specific successes, e.g. in optimization algorithm design [35]),
we identify overarching problems and highlight how systems
theory can lead to significant insights and advancements.

a) Modeling: Adopting a system-theoretic approach en-
ables valuable abstractions, particularly in modeling the
closed-loop interactions between machine learning algorithms
and their (physical, social, or biological) environments: how do
machine learning predictions impact their environments, and
how do streams of closed-loop data affect learning outcomes?
Often times it is unclear how to draw the block diagram and
identify feedback loops. To our knowledge, such questions are
only beginning to be understood in static settings [70]]. Further,
often probability is a natural lingua franca to model the world
in presence of uncertainties, priors, or when describing the
collective behavior of a large population. One use case, where
all of the above come together, is the feedback interplay of rec-
ommender systems and a user population [90]. To model these
population-level interactions, we envision fruitful research av-
enues surrounding algorithms interacting with an environment
modeled intrinsically on probability spaces, which is attracting
growing interest in the control community [91]].

b) Breaking the hierarchy in interconnections: Several
optimization schemes and optimization-based control methods
rely on the interconnection between two (or more) iterative
algorithms and their (physical) environment. A pivotal yet
restrictive assumption (often inherent in these interconnected
dynamical systems) is their operation within distinct time
scales (e.g., as illustrated in Example [5). On the algorith-
mic side, this often manifests itself as nested for loops;
when interconnected with a physical plant, this corresponds
to nearly instantaneous dynamics. System-theoretic tools —
such as singular perturbation or small-gain methods, feed-
forward, backstepping, and dissipativity certificates — present
promising avenues to dismantle this hierarchical structure; see
[39] for applications in optimization. Extrapolating from the
examples in Section [[I, concrete questions concern co-design
(of communication and optimization protocols) in distributed
optimization, (of nested loops) in multi-level optimization,
or (of stabilizing controllers and optimization algorithms) in
feedback-based optimization to avoid time-scale separation.

c) Architecture & composition aspects: The system-
theoretic viewpoint is suited to understand feedback effects
and compositions of algorithms in learning systems. There are
various channels (e.g., data collection, sampling mechanism,
and feature extraction [71]]) through which the downstream
decision influences the upstream problem. Quantifying, al-
tering, and utilizing such feedback effects are promising
topics. Moreover, compositions of algorithms may lead to cas-
cades (e.g., machine learning pipelines), parallelization (e.g.,
federated learning), feedback interconnections (e.g., bilevel
optimization), or other types of layering as in the control
stack in Fig. [I0] Key challenges are analyzing and designing
composition structures to improve the overall performance,

including convergence rates, robustness, and generalization.
Further, system-theoretic analysis can help to characterize
how errors and uncertainties propagate through composition
of algorithms, as shown early on for MPC [17] or recursive
least squares [23]. Leveraging familiar system-theoretic small-
gain arguments, we may expect that if the propagation ratio
of each block is less than a threshold, the global pipeline
will not suffer from divergence due to cumulative errors
or uncertainties. However, a small gain may also intricately
imply a slow convergence rate. It is important to explore
suppression mechanisms and interconnection certificates that
strike a balance between robustness and fast convergence.

d) Beyond analogue block diagrams: Our presentation
was mostly idealized and aside from brief disclaimers ne-
glected “digital” challenges in the implementation of al-
gorithms like multi-threading, asynchronous communication
and computation, quantization, mixed discrete and continuous
time, multiple sampling rates, and so on. Further, the examples
put forward in this paper all consider numerical algorithms
operating on real numbers. However, some algorithms cannot
immediately be posed in this framework, e.g., the simplex
method, or they operate over discrete (or non-numerical
spaces) such as combinatorial optimization, sorting of lists,
graph search, and so on. While some of these problems can
in principle be solved by continuous dynamical systems [6],
further research efforts are necessary to determine whether
systems theory offers an effective paradigm for solving such
discrete problems. Last, system-theoretic approaches towards
algorithms can and should incorporate various digitalization
and computer engineering issues and, of course, also integrate
computer science elements, such as, e.g., temporal logic.

e) Realization & synthesis: In the vast field of opti-
mization, a zoo of algorithms has emerged many of which
are known to be equivalent (with a precise meaning) upon
(nonlinear) changes of coordinates, dualization, or embedding
into higher-dimensional spaces. In the language of systems
theory, such algorithms are different realizations of the same
behavior as seen from inputs and outputs. Such a perspective
can be leveraged to discriminate between algorithms [92],
identifying salient features [93], or for a data-driven analysis
[94]. Extrapolating from the developments of systems theory
then leads to quests for normal forms, minimality, I/O analysis
and synthesis, and so on. On the last point: most examples in
this manuscript concern the analysis of algorithms. Clearly,
systems theory also offers a plethora of methods to design
novel algorithms, as demonstrated successfully for a class of
optimization algorithms [3], [4], [34)]. In a similar spirit, we
believe that the synthesis of robust and fast algorithms or
their (non-hierarchical) interconnections is one of the most
impactful contributions that the control community can offer.

IV. CONCLUSIONS

In this opinion paper, we advocated a view of numerical
algorithms as open dynamical systems interacting with their
environment. We presented a suite of contemporary and histor-
ical examples where this perspective proves useful and listed
several promising research directions going forward.



We envision that systems theory of algorithms is a topic to
be embraced by the systems and control community, as we
are uniquely positioned for addressing the related challenges.
Our ability to abstract and understand feedback loops offers
a unique and powerful perspective for algorithm study and
design. Moreover, as modern algorithms increasingly interact
with various entities in real-time environments, our deep
knowledge of feedback systems positions us to play a pivotal
role in this evolving digital and algorithmic landscape. To
make a lasting impact, however, we need to broaden our
arsenal by incorporating tools not widely used in our field.

We hope that our opinion paper stimulates further research
and applications surrounding the systems theory of algorithms.
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