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Abstract—We study the feasibility of cognitive radio (CR)
communication in the presence of aK-user multi-input multi-
output (MIMO) interference channel as the primary network.
Assuming that the primary interference network has unused

spatial degrees of freedom (DoFs), we first investigate the

sufficient condition on the number of antennas at the secondy
transmitter under which the secondary system can communida
while causing no interference to the primary receivers. We Isow
that, to maximize the benefit, the secondary transmitter shold

have at least the same number of antennas as the spatial DoFs

of the primary system. We then derive the secondary precodim
and decoding matrices to have zero interference leakage intthe
primary network while the signal-to-interference plus noise ratio

designed to improve spectrum utilization at little or noraxt
cost to the licensed users. The design of efficient CR schemes
also depends on the structure and the architecture of the
primary system. For examples, different spectrum sengiing a
CR communication schemes are necessary when the primary
system is a point-to-point networkl[2], or a cooperativayel
network with single[[B]-[5] or multiple antennas [6].

Any efficient opportunistic CR network must accurately de-
tect the presence or absence of communication in the primary
system. Several sensing schemes including energy detectio
matched filtering and cyclostationary detection (see &f. [

(SINR) at the secondary receiver is maximized. As the succes and the references therein) have been proposed in theiitera

of the secondary communication depends on the availabilityf

unused DoFs, we then propose a fast sensing method based o

the eigenvalue analysis of the received signal covarianceatnix to
determine the availability of unused DoFs or equivalently patial
holes. Since the proposed fast sensing method cannot iddgtthe
indices of inactive primary streams, we also provide a fine sesing
method based on the generalized likelihood ratio test (GLRY to
decide the absence of individual primary streams. Simulatin

results show that the proposed CR sensing and transmission

scheme can, in practice, provide a significant throughput wihe
causing no interference to the primary receivers, and that he
sensing detects the spatial holes of the primary network wit
high detection probability.

Index Terms—Cognitive radio, K-user MIMO interference
channel, interference alignment, null space sensing, spat holes,
eigenvalue-based sensing, GLRT detector.

|. INTRODUCTION

HE current explosion of information and demand for

high speed data communication call for novel solutio
to utilize the radio resources more efficiently. The cogpniti
radio (CR) paradigm aims to mitigate this spectrum crunch
opportunistically exploiting unused licensed spectrumdsa
that are allocated to the primary communications syste
[1]. Since it is a key design objective to not compromi
the performance of the primary system, CR schemes IS
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for detecting primary spectral holes. Although the energy
"Yetection method does not requaeoriori information of the
primary signal [[8], it is not optimal for detecting corredalt
signals. To overcome the shortcomings of energy detection,
eigenvalue based sensing schemes have been sugdésted [9],
[1Q]. Further, especially for the case of multi-antenna CR
nodes, the generalized likelihood ratio test (GLRT) hasbee
proposed to utilize the eigenvalues of the sample covagianc
matrix of the received signal vector without haviagpriori
knowledge of the primary users’ signals [11], [12]. In this
method, the primary users’ signals to be detected occupy
a subspace of dimension strictly smaller than that of the
observation spacé [11].

In this paper, we propose opportunistic spectrum usage of
a primary K-user interference network operating under the
interference alignmenflA) scheme. Unlike conventional CR
schemes that search for spectral holes, our proposed CR sens
ing and communication scheme identifies and utiligpatial

"Roles of the primary interference network. We consider a

gimple system model composed of a point-to-point multainp
n\{ulti-output (MIMO) secondary system, while the primary

network consists of K pairs of multi-antenna nodes. We

MEsume that the primary is able to use the whole achievable
S8egrees of freedoiDoFs) with the recently introduced idea of

K-user interference alignmerit J13[,_]14], in which each
transmitter sends at least one stream of data. Our aim is to
design a CR scheme that utilizes the unused DoFs of the
primary system for secondary transmission at no extra cost t
the primary. This is done by designing the secondary pracode
and decoder matrices such that no interference is imposed
to the primary network, while the signal-to-interferendasp
noise ratio (SINR) at the secondary receiver is maximized.
As the success of this CR scheme depends on successful
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detection of the spatial holes in the primary system, wevderi g M N

a spatial sensing method by taking advantage of eigenval Primary TX-1 Hi Primary RX-1
based and GLRT sensing schemes in two stages to firs . H. .

detect the presence of spatial hole(s) and then to find tl . y & -

index of inactive primary stream(s). In practice, the pregmb Ty — LM — - A —
CR system first detects the presence of spatial holes {\Izin_lary TX-i Hy Primaryf&i,‘
performing a low complexity eignenvalue based sensing. Btk & b :

it detects the presence of spatial holes, the CR then precet, . Ntle

with finding the indices of the unused DoFs based on tl‘: Hio
primary channel state information (CSI), which are thenduse1
to design the secondary precoder and decoder matrices. 1\ go e/ Hrko A\yw
secondary precoder and decoder matrices are such that tl HOO_X
maximize the secondary SINR while causing no interfereace

the primary receivers. Even though the primary and secgndar

transmissions are designed for the considered system mo#igl 1. An opportunistic cognitive radio system in the preseof a k-
the proposed sensing scheme is general and applicable to milnterference alignment primary network. Whendffeprimary stream is

. . ] . ve, the secondary system is able to utilize the uniefes for its own
scenario that involves spatial sensing. transmission.

coarse sensing to accurately determine the index set of
inactive data streams in the primary system.

[@]Ihaengr[%ef@r O]:)iirt)ig? gi(;](t)lll\:?Mr(])asribrﬁzp Zi\‘ghs/eitjr?cljzc: The remainder of this paper is organized as follows. Section
P P P Y Y| .introduces the system model and problem formulation.

systems. In these papers, authors present an opportunigtic

scheme to utilize the unused eigenmodes of the brimar ction 11l presents the method for alignment of the secgnda
. 9 . PIMaY nsmission in the CR system for opportunistic usage of the
channel, and introduce pre- and post-processing schemfs

Recently, using the IA techniques in CR networks has be Vailable spatial holes in the IA primary system. In Section

considered [17]5[26]. I [17], authors consider a poinptont and Section V, we propose the two sensing techniques

. . . . for coarse and fine detection of the null spaces, respegtivel
MIMO primary network and propose an iterative algorithm t?{Iumerical results are provided in Section VI to verify the

efficiently design the precoding and decoding matrices Aor | . .
. S effectiveness of the proposed scheme. Finally, we conclude
in the secondary network. Based on a similar network set . .

& paper in Section VII.

[L8] studies the impact of propagation delay on the DoF o Throughout the paper, we use lower case letters for scalars.

the CR system. In[[19], an outer bound for the total Doiectors and matrices are generally shown with uppercase ita
is derived. The achievable DoF when the primary networ g y bp

performs interference suppression is discussed_in [20ih W|a.nd bold Ietter_s,dr_e spectively, denoteIT an |dent|ty_ matrix of
the same network model, authors[inl[21] provide pre- andrpog{ze d- Ouxn Indicates _anM x N all zero matrlx.;]j:{A}
' and T{A} are expectation and trace of matx A* and

processing designs of the CR IA network to maintain a targ&g are the transpose and conjugate transpose of mAfix

rate for the primary netwo_rk while maximizing the rate of th?espectlvelyAHd represents thé”" column of matrixA. E, [A]
secondary link. Recently in_[22], the problem of coopemativ . .
; . stands for the eigenvector corresponding to die smallest
spectrum leasing based on a game theoretical approach_.n
! eigenvalue ofA.
an IA network composed of primary and secondary user

has been studied. In_[23]=[25], authors study the use of 1A
in underlay CR systems, while the application of IA in CR Il. SYSTEM MODEL
femtocell networks has been studied [in][26]. A. Overview of the Scenario

A. Related Works

We consider ai-user MIMO interference channel shown
in Fig. [ as the primary system, where the IA is done at
The main contributions of this paper are: the primary transmitters having full CSI. In this network,

« the condition on the number of antennas at the secondagch transmitter transmits one or a few streams of data to its
link to exploit the spatial holes in the primary systencorresponding receiver. However, we assume that duringgsom
without causing interference to the primary system dgansmission intervals one or some of the primary transnsitt
well as the structures of the secondary precoding addes not have any data to transmit, and therefore, some
decoding matrices. DoFs of the primary system remain unused at those time

« a fast method for detecting spatial holes in the primaigptervals. We consider a pair of multi-antenna secondadeso
system; this method is based on the eigenvalues tof opportunistically utilize the unused DoFs without cagsi
the received covariance matrix, and is a coarse sensinterference to the primary system.
scheme that detects the presence of unused or inactivét is assumed that the secondary system has full CSI of all
DoFs in the primary system. the primary links, primary to secondary, secondary to prina

o and finally, a fine sensing method that identifies thas well as the link between the secondary transmitter and
inactive primary streams; this method is applied after threceiver. Although acquiring full CSI at the secondary syst

B. Contributions
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is difficult in practice, there are a number of ways to make 3) Feasibility of alignment:If the interference is aligned
this possible. Based on the channel reciprocity, CR nodes arto the null space ob!*!, then the following condition must
able to estimate the channel information from the primatye satisfied:

to secondary nodes and vice versa using pilot signals of the

primary network. A critical assumption in the realizatiohao UMTHIRIVUD = 0,40, g1, V5 # E, (4)
distributed 1A network is the availability of robust feedfka
channels[[2[7]. In addition, in the proposed scheme, the CR rank(U[k]TH[kk]V[k]) —d¥ vk ek (5)

network requires the knowledge of precoder and decoder

matrices of the primary network. A practical way to obtaiisth \yhjle columns of the precoding and decoding matrices con-
information in the CR network using cognitive pilot channedi ct orthogonal basis sets; i.e.:

(CPC) has been introduced [28], and currently standard or-

ganizations are considering using such channels to bretdca VAL V4L Iea I IR VAL A VL Sy (6)
useful information of primary to available secondary netwo

for opportunistic or underlay utilization of the spectrugg]. UK TR 5 gkl gt — 7
: ) = lgix1-

4) Numerical solutions: Although closed-form solutions
have been found for the 1A problem in three-user interfegenc

We assume that in the primary network, tfé transmitter channels[14], the closed-form solution for the generaéazfs
and receiver pair have/[*l and N*! antennas, respectively. K -user interference channel is unknown and such a problem
The DoF for the signal of thé!" pair is defined byd*l < is NP-hard. There are, however, some numerical iterative
min(M ¥ Nk € K whereK £ {1,2,..., K} is the set algorithms suggested in the literature to design the precod
of all primary pairs [18], [[14]. The receive signal at th& and decoder in the case df-user IA with full CSI [30]-
primary receiver can be written as: [32]. In this paper, and in the numerical results section, we
consider the method provided in_[30] to derive the precoding
and decoding matrices in the primary network. This method
considers the reciprocity of the channels and assigns the
eigenvector corresponding to the the smallest eigenvalue o
where X is the MU x 1 transmit signal vector of th¢#»  the receive matrix as precoder. In the next step, the deader
primary transmittery ¥ is the NI*! x 1 receive vector, and the receiver can be considered as the precoder of the reaipro

7" is the complex additive white Gaussian noise (AWGNghannel. This iteration continues until the solution coges
vector at thek*” receiver with independent and identically dis{© an IA solution.

tributed (i.i.d) circularly symmetric complex Gaussiartress

with zero mean and varianeé. H* is the N ¥ x 1710 matrix _

of channel coefficients between tH& transmitter and thét®  C. Secondary MIMO Link

receiver as shown in Fil 1. For simplicity, itis assumed #la  \ye consider a pair of multi-antenna transmitter and receive

channel matrices are full rank; however, the proposed sehegy e secondary network (the pair with index= 0 shown
can be easily extended to the case of rank deficient matric%s,:igﬂ)_ It is assumed that the secondary network works at
1) Precoder at primary:The signal vector transmitted bythe same frequency and time as that of the primary network.

B. Primary IA network

K
Yy =3 "R xW 4z vk ek (1)
=1

the k'" transmitter can be written as: The M x dl0 matrix V1% and the N0 x 49 matrix U®
K] are the precoding and decoding matrices of the secondary
K] [k - i :
X[k — ZV‘[‘JX([i} — VIR XK ) networl_<, respectively. The numpe()r] of streqms. that can be
transmitted by the CR system i#°. Our aim is to find

d=1 . L. . .
these two matrices to minimize the interference imposed to

whereX ¥ is adl*! x 1 vector,X([ik} is thed!” entry of vector the primary network while maximizing the transmission rate

X andVI* is ana ] x di* precoder matrix whose columnsOf the secondary system.
are the orthogonal basis for the transmitted signal space ofl) Interference leakageWe assume that the interferences
the k*" transmitter [T4]. We assume that the average transriiit the primary network have been aligned and that the
power at thek!" transmitter isE[|| X *||2] = p[¥] and that the k'" primary transmitter hasi* degrees of freedom. The
power is allocated uniformly to all data streams. interference leakage at thig" primary receiver due to the
2) Decoder at primary:The interference suppression at theecondary transmission is the summation of all interfezenc
primary receiver can be utilized to construct aif¥l x 4lk] ~from secondary streams to tié" primary receiver; i.e.:
decoder matrixU!*! with orthogonal columns to minimize the

0
interference in the desired signal subspace aktheeceiver. Ic[:krle = Tr %U[HTH[kO}V[O]V[O]TH[kOHU[k] ’ (8)
Therefore, the receive signal after decoder foriHereceiver d
is:

. I where it is assumed that the total secondary transmit power,
Y = ylkty H], () pl% is allocated uniformly to all data streams.
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2) SINR at CR receiverThe SINR of thel*" secondary All primary transmitters active Two primary transmitters active
data stream at the secondary receiver can be written_as [3 Secondary OFF Secondary ON
(0] [00)y/ 0}y (01 4 00 (0] g iz et 7
0 7] ] & ; i
Jon _ P D AV Vg B0y @ (2N (FaslE | (BN b B
bl ujBUf ’ gL 2| Bl i
g A a g x X g’
= | = | i
where | |- 7., % E;: | _OFE, _OFE,| | &
LR R iy = =il
B, =Y Lo Y HOIVEIVEITHO 1) |3 1 BRI |5
. = » | - I B~ = iy sl L | &
=0 " d=1 & Vad E @ I
(0] : : :
p [00]y/[0]y/[0]f 4 [00]F 2
— E OO\ OO L0052y :

4001 (AT z NP P CRMIMOLink | | .
where we have not considered the possibility of success| é":; ?f R E ,::§
interference cancellation in the SINR equation. 1 -OFF, ‘3‘-’ g2 13 g

S LT
11l. SECONDARY INTERFERENCEALIGNMENT Fig. 2. Asecondary system in the presence of a primary 34éseystem,

) ] ] ) left: all the primary transmitters are active and there isinased DoFs. right:
In this section, we consider the design of the secondang second primary transmitter is off and there is one uni®ed that can

precoder and decoder matrices in the presence of the prim@gysed by the secondary system.

K—us_e_r interference network. We, first, derive the sufﬁme%e secondary precoder matrix to align the interferencaahe
condition on the number of antennas at the secondary tr&nsrﬁhmary receiver separately as follows:

ter in order to utilize the spatial holes for its own transsios '

without causing interference to primary. Then, we provide t Ul o)
pre- and post-processing (precoding and decoding) matiice yl2lty(20l
maximize the SINR at the CR receiver while the interference VIO = PVIOT = 0, 1 1014 101 (13)

leakage to the primary is zero. :
ylEIT K]

A. Precoder at Secondary Transmitter ) o o
The size of thei” matrix in P is dl! x M0, and therefore,

We consider the summation of interference terms from thei1 : : .
. ) . o en all streams of the primary transmitters are active, the
secondary transmitter to the primary receivers. Our alnols\rfv

. . ank of P can be written as:
design the precoder at the secondary transmitter suchheat t
interference leakage to the primary receivers is minimiaed
optimally nullified. Therefore, the optimization problemfind

the secondary precoder can be written as:

K
rank(P) = min() _ dl’l, M%), (14)
=1

By denoting the number of active streams in iHe primary

K
min I([:JCF]e (11) transmitter asii], the rank ofP becomes:
V(0] pf10] % glo]
k=1 K )
st VTV — rank(P) = min(}_ d{, M), (15)
=1

where the precoder matri¥’) at the CR transmitter is K i P

assumed to be a unitary matrix to preserve the second@Rf if Siidy < MU then min(3S;L, dy, M)
transmit power constraint. While such a choice will minimiz >_i—1 dt. So, one can simply find the dimension of the null
the interference, it does not always guarantee zero ime@rée Space ofP as:

at each primary receiver. Instead, we shall first state the K

sufficient condition on the number of transmit antennas at th null (P) = M0 — Zdi}, (16)
secondary to completely nullify the interference leakagthe i=1

primary receivers, and then propose an alternative precog@erefore, the number of transmit antennas and data streams

design to achieve zero interference. _ at the secondary should satisfy the following equation:
Lemma 1 (Sufficient condition for zero interferencéhe

. .. K
number of secondary transmit antennas is limited by null (P) = M1 — Zd&\] > dlo) (17)
LI i=1
[0] [0] (4]
M= d +ZdA’ (12) To have zero interference at all the primary receivers, we
. =t should then havd (12). [
wheredi] is the number of active streams of tif& primary Remark 1:The inequality [IR) olL,emma 1can be consid-
transmitter. ered as the maximum number of streams that the secondary

Proof: To realize the interference-free channels from thgystem is able to transmit which is limited ki) < /[0 —
secondary transmitter to the primary receivers, one caigmieszif;dﬁ]. More precisely, if we assume the same number
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of secondary transmit antennas as the DoFs of the primanfyjective. In this paper, we consider the secondary SINR
system, i.e.,Zfil dll, the CR network is able to use all themaximization approach to design the secondary decoder.

unused DoFs of the primary. Lemma 2 (Decoder matrix)Thel*" column of the decoder
Thect” column of the precoder matrik® (¢ = 1, ,d°) matrix U to maximize the SINR can be derived as:
can be defined by the eigenvector corresponding to one of the —1 14700]y /[0]
K (il _ i - - o _ (B HTV,
Sy (dm — dA) zero eigenvalues dP; i.e.: U, = TV (22)
[1(B:) " HEV |
0
th] = E[P] (18)  and the maximum SINR achieved by this solution is:
K i [0]
wherel =3"-" | du + e _ 7lCRmax _ p_OVhOIJTH[oo]T (Bl)_l H[OO]V‘[E]_ (23)
Example:As shown in Fig[R, consider Zruser MIMO 1A dl)

primary system in which all the nodes have two antennas, Proof: The proof is in[30, Section V.C]. [ ]

and each primary transmitter sends one stream of data tf&?”}&“k 3:If we define the normalized vectoH; =

its corresponding receiver. We have also assumeti>a3 H V), the instantaneous SINR at the CR receiver can be

secondary link. If all the primary transmitters are actirere Pounded by the Kantorovich matrix inequalify [34]:

will be no unused DoFs to be used by the secondary. However, ; 1 rma . AL )

when only two or less primary transmitters are active, kimgwi (Hl BlHl) < < W

that the number of transmit antennas at the secondaryysatisf N )

the condition in [[IR), the CR network is able to use th\gjhere/\l1 and/\_lN[o] are the largest and the smallest eigenvalues

unused DoF(s) of the primary system. For the case of oREB, respectively. _ _ _

unused DoF, the secondary transmitter can select the sedbspa -8mma 3 (Number of receive antennagsuming single

corresponding to the null space of the secondary to primafy€am transmission in the CR network, the average SINR at

interference channel, i-eV[|01] — E3[P] as its precoder. the QR receiver is an increasing function of the number of
Remark 2 (Underlay CHQ Approach)f the null space of receive antennas at the secondary.

P is empty, no secondary precoder exists that nullifies tfrze Prﬁ‘)f: Eje proof3|s n Appenqllﬁ £ sinal .d
interference at all the primary receivers. In such a casecan ven thoughLemma 3concerns with the case of single data

consider an underlay CR approach in which the interferen%téeamfat the ;ecpndafry netW(r)]rk, Its statementv|\'/s Vﬁl'mat
to all the primary receivers can be kept below a predefin&’ilse of transmission of more than one stream. We have shown

A this with numerical simulations in Section V.

thresholdn; i.e.: . - .
Example: As depicted in Fig[2, the received vectors at

I([:lF]e ~ I([fé ~ ..~ I([f;] <. (19) the secondary rgceiver from two active primary tre_msrm't_ter
, , only span two dimensions out of three available dimensions
In this paper, we do not consider such an underlay approagfyeceiver. At high SNRs, the optimal decoder is the vector
and assume that there are some unused DoFs in the primatynendicular to the two-dimensional plane which is spenne
system that can be utilized by the secondary. However, withg,y, o interference vectors from active primary transmitte

cons_idering the ir_1dividua| constra_int_on_the interfereezk- (see equatiori{22)). By increasing the number of antennas of
age in [19), the interference minimization probleml(11) cafle secondary receiver, there will be more degrees of freedo

still be considered while the number of transmit antennas @‘ choose the optimal decoder. This helps in increasing the
the secondary network does not satisfy the conditidreimma  oceived SINR of the secondary as stated émma 3

1. In this case, considering Th + B] = Tr[A] + Tr[B] and

(HITBIHI)71 . (24

Tr[AB] = Tr[BA], we can rewrite the objective function of IV. NULL SPACE SENSING AND DETECTION

@) as: In the previous section, we showed that the unused DoFs of
min Tr [V[OJTQV[OJ} (20) the primary network can be utilized by the secondary MIMO
V(o] system. In this section, we provide a fast sensing technique
s.t. VIOtV — ), to identify the availability of null space of the primary. In

the proposed model, the CR receiver has the role of a fusion
center and has to detect the availability of spatial holes! (n
K 0] spaces) of the concurrent primafy-user IA system. In this
Q= Z %H[kO}TU[k]U[’“HHW’]. (21) scheme, a spectrum sensing method at the CR fusion center
k=1 determines the availability of the spatial holes. Note tishg

SinceQ is Hermitian, by using trace minimization [33, p_lgl],this scheme, the fusion center cannot identify the indices

the total interference leakage is the summationl¢fsmallest Of the unused DoFs, or equivalently, inactive data streams.
eigenvalues of. The main reason for applying this method is to decrease the

computational load in fusion center to sense the avaitgbili
, of inactive DoFs. To find the indices of the inactive primary
B. Decoder at Secondary Receiver streams, a search method will be introduced in the nextsecti
The principal goal of the CR network is to agilely utilize The null space sensing problem can be formulated as a
the unused DoFs in such a way to optimize a performankgpothesis test. In the proposed hypothesis tHst,implies

whereQ is an M© x Ml matrix such that:
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that there exists an inactive data stream &g indicates Lemma 4 (Fast Eigenvalue Sensing)e probability of a
that the primary null space is empty. Considering the set faflse alarm (PFA) for a predefined threshglis bounded as:

received vectors from the primary transmitters, we canitewr
primary Pr(Amin(Rz) > 1) < Pra < PrAmas(Rz) > 1),  (33)

the hypotheses as:
where Ppa = Pr (Amin(Ry) > n|Ho) and N1 = S8 glil,

Ho : Y[n] = Xo[n] + Z[n], n=0,..,L—1, (25) Proof: The Weyl's inequality for the summation of eigen-
Hy Y] = X1[n]+ Z[n), n=0,...,L—1 values in hypothesi#{, states that:
)\min(R%g) + )\mzn(RZ) S )\min(RY) S )\min(R%g) + )\maw(RZ)
(34)
where: If we assume that the number of antennas at the fusion center
K dl¥l is equal to the total number of data streams of feuser
=> > HP k]X[ I[n), (26) 1A system (VIO = S°K li), the smallest eigenvalue of the

covariance matrixRx,,, shows the presence or absence of a

I
-

k=

—

J

g spatial hole. Then, the inequality {34) can be changed to:
when thel'" stream of thei’" user is inactive, and: Amin(R2) < Amin(Ry) < Amaz(R2) (35)
K dl*l W ok Note thatR ;7 is statistically known at CR fusion center. In such
Z H[Ok]V ]X[ ][ 1, (27) a case, the PFA for the a predefined threshpid bounded

\ I
-

k=

—

J as:

in the case that all the streams are act®p] is the zero mean Pr(Amin(Rz) > 1) < Pra < Pr(Amaz(Rz) >1n)  (36)
Gaussian noise vector at the fusion center. For estimaliag t
9 Where Pra = Pr (Amin(Ry') > 1/ Ho).- -

covariance matrix of the received S|gnal we firstly define th" (0] . .
The noise vectors al¥ " -variate complex Gaussian vectors
smoothing factofT” such thatl’ > N [10]. By considering o
with covariance matrix¥ = oZI and are assumed to be
the received and noise vectors oVEr consecutive sample
independent. Therefore, the covariance maRix, as cal-

times, we can define the following matrices:
9 culated in [(31), has a central complex Wishart distribution

Y[n] % def YT, YT =1, YT - T +1 ]T (28) with LT degrees of freedom and covariance. mgﬁhf ie.,

el o . . - Rz ~ Wy (LT,X) [38]. Note that the distribution of
Xiln] = (X [n], X [n = 1], X [n =T+ 1} 2 =0,1,  random matrixRy is not available. However, according to
Z[n ]def (27 [n), Z7[n = 1], , 27 [n—T+1]] _ (33), the threshold; can be set properly by knowing the

distribution of the smallest and largest eigenvaluesRof.
Assuming that there are a total df such matrices, the SinceRz has a Wishart distribution, its covariance matkix
covariance matrices normalized by the known noise varianisea sufficient statistic for setting the thresheld39, Chap.

for the L collected sampled matrices can be written as: 7].
As explained, the proposed sensing method only detects the

T+L—2 ;
1 TRy presence or absence of unused DoFs. Therefore, this scheme
Ry = o2 E{Y[n]Y o2 ; . Yin ) (29) only serves a coarse detection step. The detection of thet exa
”T+L ) number of inactive data streams and their indices is pravide
1 ARE in the next section. Note that if the coarse sensing stepatann
Ry, = — E{Xi[n)X][n]} ~ % 30 . :
i o2 {ZilnlX;[n]} 2 nzT: . Coln]Xo [ L G9) make the correct decision about the presence of spatia) hole
T4L—2 the fine detection in next step will not be performed which
R, = %E{Z[n]z Z Zln _ (31) translates in a performance degradati(_)n of th_e total sgnsin
o o2 i scheme. Hence, the PFA plays a crucial role in the sensing.

We, next, consider the upper bound on the PFA to find a
Since the noise and data are independent, the recewedcm@;ltame threshold).

ance matrix in hypothesik, can be written as: The cumulative distribution function (CDF) of the largest
Ry — Ry, +R (32) or smallest eigenvalue of a Wishart matrix is a well-known
Yo T Z problem in random matrix theory [38]. For the case of central
Therefore, the received covariance matrix is the summati¥fjshart matrices, Khatri's result provides the closedfor
of two covariance matrices. If we assume that the second#pction as[[40], [[41]:
¥ (n) |

has the same number of antennas as the total DoFs of gl?/\ (R ) < ) =
I{Amax zZ)>"n 0
N[O]F([T k_l’_ )(/\/[]—k—Fle

primary network, it can be simply shown that thél0t"
(smallest) eigenvalue oRx, is zero. We can employ the (37)
eigenvalue analysis methods for sensing the availabifityud where|-| denotes the determinant, afid(;) is anN'1% x N1O]

space. Using properties of eigenvalues for spectrum sgnsifenkel matrix function of; € (0, 00) with entries given by
has been studied for other networks1[35]3[37]. Here, we

propose an eigenvalue based sensing method far-aiser {¥ (n)}i; =T (LT —~NO i1, L??) yi=1,- NU
IA system as a novel application of this sensing method. (38)
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whereI'(+, ) is the incomplete Gamma function. While Kha- V. SEARCH FOR THEINDEX SET OF UNUSED DOFs
tri's formulation provides the closed form CDF, it is diffitu  gjhce the interference channels of the CR receiver

to use it to derive a closed-form easy-to-use equatiomfor (ol ; — 1 . K) are not aligned, the transformations
Therefore, an approximation method for deriving the diskri applied by the precoder vectors of primary transmitters do
tion of the largest and smallest §|genvaluej\§[0?as been fgcefbt change the independent nature of the received signal
proposed in literature [42]. Whelim 1o 7= = y Where vectors at this receiver. Therefore, the CR fusion center ca
0 <y <1, the CDFs of the largest and smallest eigenvaluggnse the presence or absence of each stream of primary
approxmat.ely converge to the_ Tracy-Widom distribution oy an independent binary hypothesis tést [2], [7]. To apply
order two; i.e. for the largest eigenvalue: hypothesis testing to find out the indices of the unused DoFs,

Pr(Amae (Rz) < 1) ~ (39) we assume that the sec_ondary receiver first applies a sensing

) vector to the received signal.
Ly— (\/LT + \/N[O])

Fy A. Secondary Sensing Vectors

(\/LT + \/N[O]) (\ [T + 4/ ﬁ) The second phase of the proposed sensing scheme is applied

to the received signal at the fusion center when the presence
of spatial hole is detected by the aforementioned eigesvalu

ol

and for the smallest eigenvalue:

Pr(Amin(Rz) < 1) & (40) based sensing scheme. In this phase, the fusion center scans
) the presence of each DoF of primary network by searching
Ly — (\/LT_ \/N[O]) towards the appropriate directions of the received vectors
Fy T This search method can be accomplished by finding a sensing
(\/LT - \/N[O]) (, - /ﬁ) ’ vector set consisting OZ_Z.KZI dlil vectorsD!" (i =1, -- i
I =1,---,d"). To avoid the effect of other streams in the
where F is the Tracy-Widom distribution of order two andsensing of thej" stream, the direction of thg'" sensing
can be written as: vector is selected such that it is orthogonal to the summatio
oo of all the other received streams except jie stream. Thus,
Fy (\) =exp _/(x_ N ¢ (x)dz |, (41) the sensing vectoDlM for finding the presence of th&"
5 stream of the*” primary user is defined as:
whereg(x) is the solution to the non-linear Painlev’s equation ; K d" .
of type I, i.e.: DL > H[Ok]V\[U]’ (44)
k=1 j=1
q"(x) = zq(z) +2¢° (). (42) JAU
Using this approximate method, and assuming the availalfibr i = 1,--- ,K and! = 1,---,dl”, where the sensing

ity of the inverse of Tracy-Widom distribution function,eth vectorDl[i] is of size N9 x 1 and Dl[i]TDl[i] = 1. By this

threshold value can be derived as: . i
selectlon,DlH is orthogonal to the subspace spanned by all

1
1 1 1 \* the received vectors except the one corresponding td‘the
U:Z(\/ﬁ—i—\/N[OJ) <1/ﬁ+\/N[OJ> Fy (1= Pra) : i X

stream of the*" primary user. In other words, we can find the
i

(43) vectorD;, I such that its inner product with the corresponding
N % (\/ﬁ+ \/W)2. received vector is maximi?ed, while!’ gé spar{H[Ok]\/_m}
fork=1,..,K,k#iandj=1,...,d"*, j # 1. By rewriting
Thus, if we consider the minimum eigenvalue of the receive@d4) as an inner product, we can find the optimal direction of
covariance matrix in[(34) as the test statistic, since tlgrae each sensing vector by formulating the following optimiaat
of freedom of the Wishart distribution in the received cavarproblem:
ance matrix is the multiplication of two sampling paramster

T and L, the PFA has sharp decreasing behaviour. By proper Ig‘ﬁ.f( Dl[ ]TH[OZ]V\[U] (45)
selection of the threshold value based on a reasonable PFA, ' N

this method provides a fast scanning scheme while keeping S.t. DIMTRF] = 01X(Efi1 dlil—1)

the probability of correct detection of a spatial hole high. Dl[i]TDl[i] —1,

It is worth mentioning that, for the sake of simplicity, we
considered the hypothesig, in (28) as the case when therevhere the matri>R£i] of size N0 x (Zfil dlil — 1) is:
is only one inactive primary stream. The proposed sensing. . L
method, however, is general and includes the case of t J = [H[OI]V“]a---aH[OZ]V[l}17H[OZ]V[Zz]+p---aH[OK]V[K]A]-
detection of more than one spatial hole. In this case, the (46)
minimum eigenvalue of covariance matrix of the sigridy;,, Lemma 5:The sensing vector set is the solution of the
in 34) is still zero. We will show in the simulation resultsoptimization problem[{45) and can be written as:
that in this case the PFA can be slightly lower than the case WL (il (i
of only one inactive stream. D=+ (H Vii =G ) ; (47)
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where where the sample vectoiism l I, and Z are of sizeT x 1.
cl = Rl (RF]TRF) RHTH[OZ]VW, 48)  The general solution for such a hypothesis testing with
unknown parameter is to estimate the unknown parameter
and by the well-known maximum likelihood estimation (MLE)

\2 o (V‘[‘HH[OZ] —CH ) (H[OZ CM) (49) method undefy, i.e.:

Proof: The proof is in Appendix B. |

Rebmarkf4 (Ftea3|blllty ofthSer}sm_g]?he mtlnquum req?'ffdtwhere p(-) denotes the probability density function (PDF).
numper of anténnas In he fusion center 1s equal to ’gcte again that our assumption is that we have no knowledge

total active[_l]DoFs of the primary system. In fact, the ran the signal variance, but the noise variandeis assumed
. T
of matrix R;" must be less than the number of seconda%own' i.e.7 ~ CN(Orx1, 021 7). Itis also assumed thé:tl“]

receve antennaﬁ\f - We should havev'” | Z and Z are independent and jointly Gaussian.

antennas to find a vector in null spaceRif to maX|m|_ze t_he Based on Neyman-Pearson (NP) theorgm [43, Sec. 3.3], for

inner product in the direction of the desired vectd) VIl 4 given PFA, the test statistic that maximizes the prolgbili
of detection (PD) is:

I . i
6, = ar%ma)@(YlH|H1,@1), (53)

B. Sensing Criterion and the Probability of False Alarm

Y, Ha,

Based on the available set of sensing vectors, the fusion Leirr = w 2 n, (54)
center is able to perform the scanning by multiplying the p(Yi"[Ho)  Ho
received signal by each sensing vector. If we consifler where there is no unknown parameter in hypothésis and
samples of the received signal, the hypothesis testinglgmob we have:

for the I*" stream of the'* primary user can be written as: T—1 1
[i] (] 2
; Y, = — — 55
Moyl n] = 2], n=0,...T—1 (50) (Y [Ho) gzmge){p{ 2a§||yl [l } (55)
[i]
, yl[l][ ] = Z[Z]DMTH[OZ]VHXM[ n]+ z[n], n=0,.. T —1Hence:

1
202

On the other hand, the likelihood function undéy with the
unknown parametes, can be written as:

(] _ 2 il [i]
wherez|[n| is the output noise after the decoder. Here, since we Inp(Y;"|Ho) = —T'In (2m07) — Yy (56)

consider normalized sensing vectors in the second constra|
of the optimization problem(45), the statistics of the eois
Z|n] after multiplication remain unchanged.
In this scenario, there is an uncertainty about the amgitud (i 1 1 1
of the signal inH; hypothesis because of the unknown powé“r( M1, 07) = H 2r(02 + gg)eXp 2002+ 02) lly:" [l
allocation scheme in the primary transmitters. In clagsica " (57)
detection theory, there are two main approaches to tackde tffaking logarithm from both sides, we get:
problem: the Bayesian and the GLRT methdds [2], [7]. In the 1
Bayesian method, the unknown parameter can be treated al&p(Y”lHl, 02)=~Tln (27r(af + 03))—ﬁ
random variable with known distribution][7]. The likelihdo 2(0% +02) (58)
functions can then be achieved by calculating the margingle first derivative of the log-likelihood function with reect
probability based on the prior distribution of the unknowg, o2 is:
parameter. Since the choice afpriori distributions affects ‘
the detection performance dramatically and also calagati alnp(YlMW-h,crg) B T 1

ity t,

[ilty14)
the marginal distributions is often not tractable, in thaper do? - _Ug + 02 + 2(02 + Ug)zyz Y
we adopt the GLRT as a suboptimal detection method [43, (59)
Sec. 6.4.2]. Therefore, the MLE of the unknown paramete} can be

In this method, we first estimate the unknown parametemftained by finding the root of the first derivative as:
and then use a likelihood ratio test to make a decision. We

[ty L]
assume that the distribution of the signal is complex Gaussi 62 = vy o2, (60)
with zero mean and unknown variance. So, if we consider the 2T
signal term inH,4, i.e.: By substituting [(6D) in[(58), we have:
; i, ; _ ylidtyli
sil[n] = S[Z]D[”H[Oﬂvh]X”[ nl, (51) Inp(Y|H;,6%) = —Tln <7”Tl> ~T. (61)

and by converting into vector representation, the hypashe

test can be rewritten as: %y plugging [56) and[(81) intd (54), the log-GLRT statistics

‘ becomes:
Ho: Y =27, (52) )
N [iy _ 2To; (it
H, Yl[z] H + 7, In Lerr(Y;") =T'n <Yl[iHYlm> oy 2Y Y —T, (62)

CQ

l
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Therefore, the final test can be written as: Algorithm 1 Proposed sensing algorithm
T 1: Calculate the sensing covariance maRix using [30)
[4] 2T 02 T it 7;1 2: Calculate the minimum eigenvalue Bf
Lowrr(Yi") = | oo | @P (552 Yoo —T) 27 3:while Amin(Ry) <7
Yy, z Ho 4: for 1=1: K
63) 5 for 1=1:4a"
We can define the new threshold for the test statistics as: a: Calculate the sensing vectﬁrl[” using [@T)
0 1 Yl[z‘]TYl[z‘] Mot . ) 7 Calculate the sample vectdf'’! .
TY,") = STt P 5 2 € =M. 8: Calculate the test statisti6§(Yl[Z]) using [6%)
vy 2Tos ) w210 o it TV <y
(64) ., L th :
o 10: Thel*" data stream of the'" user is unused
Similar to the NP theoreni [43, Sec. 3.3], the threshgldan 11 end if
be obtained for an arbitrary PFA, i.e.: 12:  end for
(i 13: end for
Pea = p(T (V") > n's Ho). (65) 14: calculate the sensing covariance maRix using [30)

- . . o 15: Calculate the minimum eigenvalue Rf-
For finding this probability, the distribution of the randome: end while

variable T(Ylm) € R in (64) should be derived. More
precisely, the PFA for a predefined threshold can be written

as: C. Advantages of Proposed Sensing Method

/
ol () (66) The overall sensing scheme is summarized in Alg. 1. As
where F1, is the CDF ofﬁy] _ %Yl[iHYl[i]’ 19;“ ~ (T, gxplalned in Section IV, the DoF index search (second stgp)
o o2 cor _ is performed only when the eigenvalue based method (first
and x*(T) is the central Chi-squared d'S[l_t]“k?Utlon With  step) detects the presence of unused DoFs. There are two
degrees of freedom. We can now rewrfi€Y;") in (64) as a advantages in dividing the sensing process into two steyss, F

function of the new variabléy] as: the overall complexity of the sensing process is signifiyant
1 [i] reduced especially because there is no need to perform the
T(Ylm) - g(ﬁyl) - _exp (L) . (67) complex DoF index search if no unused DoF is detected in
agﬁy] 2T the first step. The second reason for performing the eigeaval

The functiong is a two-to-one function with a minimum atbased sensing in the first step is the ability of this method
1951'] — 2T¢2. An approximate inverse function af can be to sense the presence of spatial holes without the need for
2.

derived as[[44],[[45]: primary CSI. Therefore, the primary CSI is only acquired
_ when the first sensing step flags the presence of spatiakhole(
. —(2T)YWy (ﬁ) for 0 < 195“ < (2T) The complexity order of the eigenvalue based sensing is
g ()= _erw o for ol > (21) O(N) multiplications for calculating the covariance matrix
L\ @Ta)w b= Ry, while the eigenvalues can be calculated by at most

(68) (’)(N[O]S) calculation in each sensing frame. On the other hand,

where W () and W, (-) are the lower and upper branche@ne second phase of the proposed sensing algorithm requires

of Lambgrt W_functlor.1, respectively, where the general forré]everal matrix operations. The number of multiplicatioos f
of W(z) is defined by:

finding the sample vectors of all data streams is in the order
Fz=W(z)e"®. (69) of O(DY) whereD = S dl17 . If we assume the number
of antennas at the secondary receiver (fusion center) ialequ
to the total number of data streams, the order4of required
Pea=1-Fyu(n)=1-p (gl—ct%t(n/) <9l < gr—iglht(n/)) multiplications for the DoF index search ©(N°"). The

' test statisticsT (YZM) is also required to be calculated which

The PFA can be finally written as:

(70) is an exponential function. Moreover, for finding the thrash
—1_7P {—(2T)W1 ( -1 ) T] value in the proposed eigenvalue based method, the primary
(2To2)n' )’ CSl is not required (only the covariance matdxshould be
-1 calculated).
+P |- (s ) 7]
whereP [-, -] stands for the regularized Gamma function which VI. NUMERICAL RESULTS
is defined as: (2. k) We consider &-user IA system with two antennas in each
Pz, k] = ’YFQ(:’ R (71) node as the primary network and a secondary MIMO link as
X

shown previously in Fid.]2. It is assumed that the design of IA
where T' () and «(x,k) are the Gamma and the lowermprecoders at the primary is done with the distributed nucaéri
incomplete Gamma functions, respectively. Note that eash tapproach presented in[30] witt) iterations. The secondary
statistic is evaluated to detect a certain data streamefdrey, system applies the transmission scheme proposed in thés.pap
when there are more than one unused DoFs, the PFA analy¥is assume that all the channel links are zero-mean unit-
will be the same as each direction is considered indepelydentariance complex Gaussian distributed. We further asshate t
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all the receive noise are zero mean complex Gaussian with ur
. . . . 20
variance. It is also considered that the same transmit pofver A~ 1L - Full DoF
. . -e-| - MO = 0] —
10 dBW is used for both the primary and secondary system 15| ¢ :t EE: mmziﬁo}:z
in all scenarios. - B-nterfernce in CR: M =3, N9 = 3
—&—Interfernce in CR: ! =3, N = 2

10

A. Number of Secondary Antennas and Feasibility of CR

Fig.[3d shows the effect of the number of secondary antenn:
on the total interference leakage (IL) as a function of the
SNR at the active primary receivers when there is only on
inactive primary data stream. This figure also illustrates t
interference from the primary transmitters to the secondar
receiver for different number of secondary antennas. Ag,see
when the number of transmit antennas at the secondary
equal to or more than the total number of primary streams (i
the figure, we have consider@d®! = 3), the total interference
imposed to the primary network due to secondary transnmssic 0
is less than the total interference at each primary receive
caused by other primary transmitters when all the prima@}ge'ni’i'ri
pairs are active and there is no unused DoF. This means
that applying our secondary transmission scheme does n

Interference Power (dBW)

14 16 18 20

-25 L L L I I

5§ 10 12
SNR (dB)
Interference power at the primary and secondaryversefor different
o0s when there is one inactive primary user.

increase the total interference power at the primary recsiv 2 I~ Full DoF
On the other hand, in the case of two transmit antennas 20| —0—Interfernce in CR: W =3, N¥ = 3 .
—8—|nterfernce in CR: W) = 3 s N% =2 che

the secondary X! = 2), the interference imposed to the
primary is significantly larger, and the CR transmissionas n
feasible. This shows the significance of the inequality ptbv
in Lemma 1for the minimum required number of antennas at
the secondary transmitter.

The case of two inactive streams is illustrated in Eig. 4. We
assume that the secondary network uses both of the spat
holes for its own transmission. This figure shows that the
proposed method can be equally applied for opportunisgc us
of more than one spatial hole. In this case, since we consid -15
two streams for the secondary network, the interference t
the CR receiver increases when the number of antenni A
at CR transmitter is less than three. Since the interferenc % 2 4 8§ 10 12
leakage in the active primary receiver is almost zero for th SNR (dB)
three transmit antennas, we have not shown this curve Fiig.4._lnterference power atth_e pri_mary _and secondaryvexsefor different
the figure. On the other hand, the fundamental requiremeS(r:l‘fnarlos when there are two inactive primary users.
for the secondary network is to be able to communicate at
reasonable rate in the primary spectrum band. To see thilst the secondary network does not affect the achievatde ra
we have simulated the throughput of the secondary systenointhe primary system whenever the conditionL@mma 1lis
Fig.[8. This figure also shows the sum-rate performance of theet. On the other hand, the CR network is able to transmit
primary system for different secondary antenna configomati two data streams and achieve a usable rate.

Based on this figure, whei/ ! = 3, i.e. when the condition  Fig.[? illustrates the average rate of the secondary as well
on the minimum number of antenna is satisfied, the secondasy the average sum-rate of the primary as a function of
transmission, when primary transmitter one is off, does ntite nhumber of secondary receive antennas. As shown while
affect the average sum-rate of pairs 2 and 3 of the primatye number of secondary receive antennas does not have a
network (i.e. Ry + R3). However, this is not the case whersignificant effect on the sum-rate of the primary, the averag
M = 2. In this case, i.e. when the number of transmiecondary rate is always an increasing function of its numbe
antennas at the secondary is less than the total DoFs of tigeceive antennas. This is in agreement with the result of
primary, the sum-rate {o + R3) of the primary degradesLemma 3 This figure also shows that the statement of the
significantly due to the non-negligible secondary intesfere. Lemma 3s still valid for the case of more than one secondary
This figure also shows that by increasing the number of receidata stream, and the self-interference does not change the
antennas at the CR, its average rate increases significhrgly behavior of average SINR with respect to number of antennas
to the secondary decoder. at the secondary. The figure also illustrates that after some

In Fig.[8, we have simulated the sum rates for the case mdints, increasing the number of secondary receive an¢enna
two inactive primary streams, while the CR utilizes bothilva has a small effect on its average rate. For example, acaprdin
able spatial holes for its own transmission. This figure showo Fig. [4, increasing the number of antennas from 8 to 10

Il =&—Interfernce in CR: N' = 2, N¥ = 3 -9
-e-L-cr-MP=2 NP=3 =

Interference Power (dBW)

18 20
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14

14

A- R,*R,,R:ON
—+—R,+R, R:OFF (CR); M7 =3, N7 =2
——R,+R, R:OFF (CR); M1 =2, N7 =3

.m0l = 0] _
——R M =3, N7 =3

MO =3 N9 =
—=R o iMI=3, N=2

-
N
T
[N
N

[N
o
T

o]
T

{2}
T

Average sum rate (bps/Hz)
Average sum rate (bps/Hz)

/X R,+R;,RION
—— R2 + R3 s Rl:OFF (CR) A
—o— CR Receiver, ROFF

—=— CR Receiver, fe& RZ:OFF

I I I I I I I I I 2 I I I I I T T T T
12 14 16 18 20 9 10 11 12

8 10 4 5 6 7 8 ]
SNR (dB Number of Antennas in CR Receiver

Fig. 5. Average sum-rate of the primary system versus SNBréefnd after Fig. 7. Average sum-rate of the primary system versus numbsecondary
CR transmission when there is one inactive primary useurBiglso shows receive antennas before and after CR transmission, SNRdB and M 0] =
the average rate of the secondary for different antennaguoafions. 3.

12,

holes. To further demonstrate the capability of the progose

DoF sensing method in detecting the presence (or absence) of
i spatial hole(s), we evaluate its receiver operating cheriatic
(ROC) for different smoothing factord,, and the number of
secondary receive antennagl’. Fig. [@ shows the ROC of the
proposed fast sensing method, and as seen, the ROC becomes
sharper by increasing and N, The plot also shows that,
especially forN®) = 4, the probabilities of detection and
false alarm are very close to one and zero, respectivelg Thi
: means that the fast sensing method can reliably detect the
presence and absence of spatial hole(s). Therefore, using i
as a precursor step before performing DoF index search can
significantly reduce the computational complexity at no or
small hit in sensing performance.

-A-R,, R &R,ON

—+—R, R &R,OFF (CR); M1 =3 N7 =2

| -—R, R, & R,OFF (CR); MI=2 N9=3
MO Z g NO =

——R i MIT=3, N=3

[N
o

MO Zg NO=
| R iM% =3 N =2

©

Average sum rate (bps/Hz)

8 10 12 14 16 18 20
SNR (dB) C. Performance of DoF Index Search Method

Fig. 6. Average sum-rate of the primary system versus SNRréednd The ROC performance results of the proposed searching

after CR transmission when there are two inactive primasrsis-igure also hod i h in FigC10. | hi h h b

shows the average rate of the secondary for different aatennfigurations. metho _'S shown in .'g N n this sc emej t_e num er
of sensing antennas is an important factor in finding the

, h fth darv b | h /unused DoFs. It can be seen that, by increasing the number of

increases the average rate of the secondary by only 0.4 ps/fl, o qary receive antennas, the PD for a specific PFA signif-
icantly increases, especially at a low PFA. As also shown in
the figure, the experimental results matches perfectly aith

B. Performance of Fast DoF Sensing Method theoretical analysis. The number of samples in the proposed

Fig. [@ shows the capability of the proposed eigenvallfeLRT detection is an important factor in the performance.
based sensing scheme in detecting the presence of unug$een, the performance of the sensing scheme significantly
DoFs. We set the number of samples for producing thacreases with number of samples in each test. It can bee seen
correlation matrix tol. = 30 to analyze the effect of numberthat for a PFA less than.3, we can find a threshold that
of samples on the performance of sensing method. The fig@@ieves a PD higher than5 to make the scheme practically
shows the PFA, and its theoretical upper and lower bounfgasible.
as well as the correct detection probability as a function
of thresholdy for two different values of smoothing factor VII. CONCLUSION
T. As shown, at sufficiently large number of samples, the In this paper, we addressed the feasibility of opportunisti
PFA suddenly drops while the PD is still high. Note thaDoF usage of ak-user interference alignment network. We
the theoretical upper bound of the PFA is fairly close tehowed that for the proper number of antennas at cognitive
the Monte Carlo simulation results. This figure also showadio transmitter and receiver, the secondary is able tizeiti
that the PFA decreases when there are more than one spétialunused DoFs of the primary system to transmit its own
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o T=4,N%=4

Probability of detectin (PD)

0.4r - 0. /
—A— EEQ ?ne :nac:!ve go:z b T=4 'Q'T:A, N9 = 4, Theory
- wo Inactiv
043k , Two Inactive DoFs o * o160 4 |
- = =PFA, Upper Bound, Theor O
—— PFA, Lower Bound, Theor 9— T=16, =4, Theory
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—E—T 16, r\["] 6, Theor)

O SEeeeepeeoonns NNaaN” Manasan” - Senaney 30 % o1 ‘ ‘ 0.9
Threshold §) Probablllty of false alarm (PFA)
Fig. 8. PFA, its lower and upper bounds, and the PD versustibte for Fig. 10. ROC curves of the DoF index search method for diffesenoothing
null space sensing. factors and number of secondary receive antennas.

one additional antenna at the secondary receiver, the gevera
SINR increases. We first define the new vedthrand matrix

0.95 ~
B; of the receiver with one additional antenna as:
@ 0.9 ¢
c i . H, _ B, B
S 085 H, = : ,Bi = i‘ ' ) (72)
S o Iy Bl by
T o
E 0.75] whereH; andH; are vectors of siz¢ V1% + 1) x 1 and N
. 1, respectively, and matric& andB; are of size{ N + 1) x
38 (N0 +1) and N9 x NI respectively. Hence, the inverse
© 0.65 " = .
o of partitioned matrixB; can be written as:
0.6 -@-7=4 NT=3 { .
—-o-T1=16,N=3 - =3 2
0559 -#-T=4N%=4 | B, = BA l?l ) (73)
8 o ki Y ALY Bl b
050 o1 07 08 09 1

Probablllty of false alarm gi\ BB

Fig. 9. ROC curves of the null space sensing method for @iffesmoothing where B = = B - by and Bl and b2 are well-defined
factors and number of secondary receive antennas. vector and scalar, respectlveII[33] The average SINRat th

secondary receiver i (23) can be written as:

information while causing zero or minima interference te th plo) -~

primary receivers. We then came up with proper secondélfthRmdx} (NOl41) = WE [HTBl Hl} (74)
precoding and decoding matrices to make the secondary o = R X
transmission possible. We then proposed a two-stage bpatia= — b (E [H;B Hl} + 2R{E [thIHl}]A-E “h”szD .
DoF sensing approach. Using our scheme, the CR receiver is
able to quickly detect the availability of unused primaryA3o Considering single stream transmission by the secondady, a
or inactive streams. If a spatial hole is detected, in themséc based on the definition of interference matBixin (10), there
sensing stage, for finding the index set of inactive DoFs, tiieno common random variable i, and H;. Therefore /y,
secondary system uses a spatial DoF index search methg.and B, are independent, and the second term[dd (74) is
With the help of simulations, we showed that the propose@ro becaus& [h;] = 0. Furthermore, the third term ifi_(74)
opportunistic DoF usage scheme works well in practice aiglalways positive. To prove the lemma, it suffices to compare
provides a significant throughput for the secondary systetire first term in this equation with the average SINR in the
while causing no or minimal interference to the primargase ofN[°) number of antennas.

system. For this purpose, we first prove thBtis positive definite
(PD); i.e. for all non-zero vector¥, XTBX > 0. Considering
APPENDIXA that matrixB; is PD, for any given non-zero vectof? =
PROOF OFLEMMA 3 [ X{T =3 |

To see the effect of the number of secondary receive | _ ; ; )
antennasN'®, on the average SINR, we show that by addingX 'BiX = X{ (b2Bl —3131) X1 +[|B1 X1+ baaz|[”. (75)
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—BIXl/bQ, it follows that the first [10]
term in [75), i.e.X1T (bQBl — BlBI) X1, is always positive.

Therefore, the matrix(bQBl - BlBD is PD and henceB

is PD. Considering the fact thé;, = B and since both
matrices are PD, we can conclude thgjt' < B~ [32].
The first term in [[Z#) is always larger than the average
SINR when the secondary receiver hag® antennas. So, [13]
E [§Rmex] (NOI41) E [ Rmex] yony: and the average
SINR is an increasing function o% the number of antenngst]
at the secondary receiver.

By choosing z-
[11]

[12]

[15]
APPENDIXB

PROOF OFLEMMA 5
The first constraint of[(45) implies that the sensing vectcpfe]
D” must be orthogonal onto the subspace of maRix
in Nl%-dimensional space of the secondary receiver. The
orthogonal prolectlon of the desired vecthOl]VHl onto [17]

subspaceRy] is [46, 5.13]:

On the other hand, the_ objective function (45) is to find an
orthogonal vector tcCl with maximum inner product with
the desired vectoH [0” h” Therefore, the normalized vector

0
D[Z] should be in the direction of the orthogonal projector ont[o ]

subspaceRy] and can be written as: 211

[ _ [0d]y /L] [d]
il = 5 (H Vit —cf), (77)
where normalization parametaris: [22]
2 _ [t ylodt _ it [0i]\/ [i]
A (vH H cli )(H el ) (78)

(23]
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