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Figure 1: Conditions of Study 1, from left to right: The physical BASELINE interface used in industry in the MONITORING scenario.
The replicated VR interface in the MONITORING scenario. The physical BASELINE interface in the TELEOPERATION scenario. The
replicated VR interface in the TELEOPERATION scenario.

ABSTRACT

While the promise of autonomous vehicles has led to significant
scientific and industrial progress, fully automated, SAE level 5 con-
form cars will likely not see mass adoption anytime soon. Instead, in
many applications, human supervision, such as remote monitoring
and teleoperation, will be required for the foreseeable future. While
Virtual Reality (VR) has been proposed as one potential interface for
teleoperation, its benefits and drawbacks over physical monitoring
and teleoperation solutions have not been thoroughly investigated.
To this end, we contribute three user studies, comparing and quanti-
fying the performance of and subjective feedback for a VR-based
system with an existing monitoring and teleoperation system, which
is in industrial use today. Through these three user studies, we con-
tribute to a better understanding of future virtual monitoring and
teleoperation solutions for autonomous vehicles. The results of our
first user study (n=16) indicate that a VR interface replicating the
physical interface does not outperform the physical interface. It
also quantifies the negative effects that combined monitoring and
teleoperating tasks have on users irrespective of the interface being
used. The results of the second user study (n=24) indicate that the
perceptual and ergonomic issues caused by VR outweigh its bene-
fits, like better concentration through isolation. The third follow-up
user study (n=24) specifically targeted the perceptual and ergonomic
issues of VR; the subjective feedback of this study indicates that
newer-generation VR headsets have the potential to catch up with
the current physical displays.
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1 INTRODUCTION

Despite massive investments in autonomous driving with certain
technological progress, fully autonomous driving (SAE level 5 [23])
does not seem achievable in the foreseeable future. Hence, un-
til the introduction of robust level-5 driving, autonomous vehicles
(AVs) will require human supervision and direct intervention in
certain situations (SAE level 4), as required by law in some coun-
tries1. However, one-on-one supervision—no matter if in the car
or remotely—is costly and might hinder the broad application of
the technology. Hence, it is relevant to study scenarios where one
supervisor can monitor multiple vehicles at once and, if needed,
takes over one vehicle to teleoperate it. In fact, this is one mode
of operation in industrial use today in Germany. Still, monitoring
of the remaining vehicles needs to be continued in these situations.
Challenges arise from providing interfaces for a control station that
support—although going along with quite different requirements—
both monitoring and teleoperation tasks alike. On the one hand,
remote monitoring involves tasks like regularly inspecting fuel sta-
tus, the current location of the AVs, network connection status, etc.
On the other hand, teleoperation requires having a cockpit setup
available remotely.

Virtual Reality (VR) has already been proposed for the teleopera-
tion of various sorts of vehicles and machines, including robots [45],
vessels [25], mine-site vehicles [1], and road vehicles [15,16,22,43].
Likewise, solutions exist that use VR in monitoring scenarios, for
instance, in the maritime industry [44]. However, studies of VR in-
terfaces for joint monitoring and teleoperation of AVs or monitoring
of AV fleets are yet underexplored.

Hence, within this paper, we quantified the potential benefits and
limitations of a physical control interface in industrial use today,
which is designed for remote monitoring and teleoperation of AVs, to
an interface replicated one-to-one in VR. This alone would provide
evidence of whether a replicated VR setup would be a cost-efficient
and portable alternative to the physical control station.

1e.g., in Germany through the “Federal Act Amending the Road Traffic
Act and the Compulsory Insurance Act” and the “Ordinance on the Approval
and Operation of Motor Vehicles with Autonomous Driving Functions in
Specified Operating Areas – Autonomous Vehicles Approval and Operation
Ordinance (AFGBV)”
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Specifically, the paper comprises three user studies implemented
as controlled experiments shown in Fig. 1, Fig. 4, and Fig. 6. An
initial user study (n=16) compares an existing physical interface and
a replicated VR setup. While the joint monitoring and teleoperation
setup has the potential benefit of being able to support two task types,
our initial study quantifies the substantial performance costs in joint
monitoring and teleoperation (ca. a quarter more missed alerts and a
quarter longer reaction times).

Hence, in the second study (n=24), we investigated a screen lay-
out that was optimized for a single task (monitoring). Specifically,
we compared the existing baseline layout (used for monitoring and
teleoperation) with a layout optimized for monitoring only, dis-
played on a physical screen and in VR. The subjective feedback
from this study, majorly was a lower perceived performance due
to the limitations of the VR headset like peripheral blur, and the
weight of the headset. Hence, we conducted a third study (n=24) to
quantify the performance for the same task with an ergonomically
and technologically improved VR headset.

In summary, our contributions and main results from the three
studies are the following: 1) For monitoring tasks without teleop-
eration, we observe comparable reaction times in the baseline (the
interface used in industry) and the replicated VR interface, but 7.6%
more missed alerts in the replicated VR interface. 2) Compared to
monitoring without teleoperation, we quantify that parallel moni-
toring and teleoperation lead to worse monitoring performance in
terms of 27.4% more missed alerts in the baseline and 26.1% in the
replicated VR interface. 3) Upon optimizing the interface layout
specifically for the monitoring task, we observe 11.6% shorter re-
action times in the optimized physical layout as compared to the
non-optimized physical layout (baseline). However, this observation
does not translate to the optimized VR interface. 4) We observe a
16.5% higher task load in the replicated VR interface as compared
to the baseline. On optimization, we observe approximately 15.1%
lower task load in the optimized physical interface as compared
to the baseline. Again, this observation does not translate to the
optimized VR interface. 5) Finally, we observed an equivalence of
reaction times between the physical display and the Meta Quest Pro,
unlike the second user study. Also, 50% of the participants preferred
using the Meta Quest Pro over the physical display indicating the
perceived benefits of an improved VR headset.
2 RELATED WORK

With the dawn of (partially) autonomous vehicles and cost-efficient
VR headsets, VR has been investigated as a tool for automated
driving research such as passenger-focused experiences, e.g., for
productivity and leisure activities [19, 31, 34], user interface and
experience design for automated driving [21, 24, 36, 38] or for vul-
nerable road users [7, 8, 46]. For a recent overview, we refer to a
survey by Riegler et al. [40].

A variety of applications requires the use of control centers for
remote monitoring and teleoperation. Bergroth et al. [2] explored
the use of VR control centers for individual monitoring and control
tasks in the context of nuclear power plants. Fabris et al. [12]
investigated the impact of immersive telepresence on the operation
of unmanned vehicles. Kalinov et al. [26] proposed a VR application
for natural human interaction with an autonomous robotic system for
stocktaking, monitoring, and teleoperation. The results of their user
study indicate a better performance of the VR interface as compared
to a first-person view mode shown on a desktop display. Tsigkounis
et al. [44] demonstrated an immersive VR dashboard for a marine
vessel environment, their user study implied the potential of VR
to replace physical large-display dashboards. This concept can be
extended to the control centers for autonomous driving, as these
require 1:1 monitoring and might require human assistance in terms
of decision-making or teleoperation. Our work focuses on exploring
if and how to utilize VR for monitoring multiple AVs and supporting
their teleoperation.

Teleoperation of AVs is necessary in case of critical scenarios.
Neumeier et al. [37] presented a teleoperation station making use of
physical display monitors to show the live camera feed from the AV
and other potentially relevant information like speed, direction, etc.
They also suggested the use of VR for this purpose. Shen et al. [43]
demonstrated the possibilities of immersive teleoperation of a phys-
ical test vehicle, using commercial off-the-shelf components and
low latency teleoperation performance with wireless technologies
like IEEE 802.11n WiFi, 3G, and 4G. Hosseini and Lienkamp [22]
introduced a VR interface, illustrating 360◦ surroundings of a remote
vehicle using the camera and LiDAR transmitted data. Their evalua-
tions showed a significant improvement in task performance using
VR HMI in precise test control scenarios. Georg and Diermeyer [15]
proposed an immersive and adaptable interface for the teleoperation
of AVs, considering the scalability of components. Gafert et al. [14]
presented TeleOperationStation, an XR prototype for the remote
operation of a fleet of AVs. These prior works looked into the teleop-
eration of AVs in isolation. Our work tries to evaluate the feasibility
of the handover scenarios where a remotely available human must
teleoperate the vehicle for a short duration of time, bringing the
vehicle to a stable state, while still monitoring the other vehicles.

As the possibility of teleoperation of vehicles is still being ex-
plored, it is important to focus on user-friendly interfaces for remote
monitoring and teleoperation of AVs. Graf et al. [18] presented a de-
sign space to support the development of user interfaces that should
possibly improve remote situational awareness. Graf and Huss-
mann [17] further presented a comprehensive situational awareness
requirements framework and analysis for AVs’ teleoperation inter-
faces. Their analysis resulted in the elicitation of 80 requirements
from 12 categories. Kettwich et al. [28] presented a user-centered
human-machine interface in the context of public transport control
centers. This was a click-dummy prototype of the potentially de-
signed interface for a 2D display. To bring more insights into user
interfaces for such AV control centers, our work evaluates the effects
of using a virtual replica of an existing AV control center. We also
evaluate the usability of VR with an interface optimized specifically
for monitoring purposes.

Lischke et al. [32] explored a variety of screen arrangements for
multi-monitor setups and classified them based on user preferences.
These arrangements could translate to mixed reality environments,
too. The impacts of using virtual monitors displayed in mixed
reality have been explored by Pavanatto et al. [39]. Their findings
indicate that virtual monitors can be used for a short period of
productivity work. Ens et al. [11] explored design space for multi-
tasking and switching between multiple windows in head-worn
displays. McGill et al. [33] developed, evaluated, and exhibited a
significantly beneficial technique to minimize the physical effort
and discomfort in viewing through HMDs due to the limited field of
view. Inspired by these prior works, as an initial step, we explore the
effects of bringing the multi-monitor physical setup into VR, for a
different use case, i.e., remote monitoring and teleoperation of AVs.

3 STUDY 1: VR REPLICATION OF A JOINT MONITORING
AND TELEOPERATION SYSTEM

In the initial study, we investigated the effects of using a VR replica
of an existing industrial physical monitoring and teleoperation sys-
tem to quantify the benefits and limitations of the one-to-one VR
replica. Further, we quantified the adverse effects on users when they
need to divide their attention between two cognitively demanding
tasks (teleoperation and monitoring).

To this end, we designed a go/no-go inspired experiment in which
participants had to react to relevant stimuli while ignoring distractor
stimuli in a monitoring-only and a joint monitoring and teleoperation
task.

Study 1 was conducted as a 2×2 within-subjects design with the
independent variables INTERFACE and SCENARIO. The two levels
of INTERFACE were BASELINE, representing the existing physical
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interface, and VR, representing the physical interface replicated in
VR. The two levels of SCENARIO were MONITORING, in which
the participants only monitored the AVs, and TELEOPERATION, in
which the participants drove a virtual vehicle while monitoring the
AVs. This led to four conditions (BASELINE and MONITORING,
BASELINE and TELEOPERATION, VR and MONITORING, VR and
TELEOPERATION). In each condition, participants had to react to
18 alerts. As dependent variables, we measured the miss rate (no
reaction), reaction time for each individual alert, and error rate. In
TELEOPERATION, we also measured the deviation from a prescribed
driving path and the distance traveled in both interfaces. Addi-
tionally, we collected subjective data including usability (system
usability scale (SUS) [6]), task load (Raw NASA TLX questionnaire
(TLX) [20]), simulator sickness (simulator sickness questionnaire
(SSQ) [27]), presence using the IPQ questionnaire [42]. We further
conducted semi-structured interviews after each condition and at the
end. After each condition, we asked the participants “What did you
like in this condition? What were the problems?” and after all con-
ditions, “Which condition was the best for you? Why? Could you
imagine using VR for monitoring and teleoperation in the future?
What would you improve?” The order of the four conditions was
balanced while blocking for INTERFACE, so they either performed
both VR conditions first or both BASELINE conditions.
3.1 Apparatus

For the user study, we used a physical setup inspired by the existing
monitoring and teleoperation system in use today at Valeo, which
works with four vehicles simultaneously. We built the same physical
setup for our user study and replicated it as detailed as possible in
our VR-Setup. This physical setup BASELINE consisted of four
monitors mounted on a wall and a curved monitor placed on a table
(see Fig. 1).

The topmost monitor on the wall was a 65-inch TV monitor (JAY-
TECH S65U65129M UHD LED TV) referred to as TOP placed
at a height of 234 cm facing downwards at an angle of 15◦. It
showed the live locations of all four vehicles on separate maps, as
shown in Fig. 1. Three identical 32-inch Samsung UHD monitors
were placed directly below it, at a height of 146 cm facing straight
ahead, with the outer two monitors rotated by 7◦ towards the user.
The left monitor, referred to as LEFT, displayed the sensor data of
all vehicles, like network, connection status, doors, battery, mode
of operation, and vehicle type. The middle monitor, referred to
as MIDDLE, showed additional sensor data of the selected vehicle
like speed, driving mode (auto, teleoperated, manual), and indoor
temperature. The right monitor, referred to as RIGHT, displayed live
camera feeds from four vehicles. The curved monitor was a 49-inch
curved monitor (Samsung C49RG94SSU) positioned at a height of
102 cm and displayed the front and rear view from the live camera
feeds and the speed of the vehicle to be teleoperated.

A GTTRACK Racing Simulator Cockpit was placed in front of
the monitors. The seat in the simulator cockpit was at a height
of 68 cm. The average distance of the participants’ eyes from the
ground was 120 cm, and that to the curved screen was about 130 cm.
These measurements were replicated from the industrial setup. A
Thrustmaster T300 steering wheel and corresponding pedals were
attached to the racing simulator cockpit. These were used in the
TELEOPERATION conditions to operate the vehicle.

For the VR conditions, we used an HTC Vive Pro 2. In the virtual
environment, virtual monitors of the same size and position as in the
BASELINE interface were presented. We used an HTC Vive tracker
to track the physical steering wheel and visualize it in VR.

Please note, while the physical monitoring and teleoperation
system underlying BASELINE condition is normally used to operate
actual AVs on public roads, in this study we did not monitor or
operate physical vehicles due to the associated real-world risks.
Instead, we simulated vehicles using the CARLA simulator for
autonomous driving research by Dosovitskiy et al. [10].

Figure 2: Left column: no alerts. Middle column: relevant map and
battery alerts. Right column: non-relevant map and battery alerts.

3.2 Tasks
The participants had two kinds of tasks: monitoring and teleopera-
tion (driving). The monitoring task was to react to relevant alerts as
quickly as possible and as much as possible while ignoring the non-
relevant tasks. The driving task was to drive a virtually simulated
vehicle on a pre-defined course while obeying the traffic rules.

Monitoring Task. In both the interfaces (VR and BASELINE),
participants had to react to visual alerts. Please note, in actual moni-
toring setups, such alerts could potentially be detected automatically.
In our user study, these alerts acted as plausible placeholder items for
events that cannot be automated in real-world monitoring systems
and were used to explore how well VR could support the perception
of visual alerts. The alerts were shown on one of three screens (TOP,
LEFT, RIGHT). For each alert, participants had to decide if it was
a relevant alert or not. Participants were required to react only to
relevant alerts while ignoring non-relevant ones.

On TOP, an alert was displayed by coloring certain street segments
red, indicating a high volume of traffic. If the indicated traffic
volume was on the predefined route of the vehicle (indicated in
blue on the map), the participants were asked to treat those alerts
as relevant and react by saying the keyword “map”. If the indicated
traffic volume was not on the predefined route of the vehicle, they
had to ignore it, see Fig. 2, top row. On LEFT, an alert was indicated
by a change in the battery symbol. The battery symbol could either
display one, two, or three bars. The status change of the battery to
one bar was considered relevant, and the participants had to react by
saying the keyword “battery”, while a change to two bars was not
relevant and was to be ignored, see Fig. 2, bottom row. On RIGHT,
it was considered an alert when a camera feed was lost, which was
visible as a change in motion (frozen image), or the camera feed
updated at a low frame rate. If either of the camera feeds was lost,
the participants had to react by saying the keyword “camera”, while
a drop in frame rate was not relevant and therefore was to be ignored,
see Fig. 1 in the supplementary material.

In a duration of 15 minutes, a total of 36 alerts (18 relevant and
18 non-relevant) were generated in random intervals between 20
to 30 seconds. Each alert was visible for 5 seconds (determined
empirically) and there were no overlapping alerts. Regardless of
the type of alert, participants were asked to react to relevant alerts
by saying the respective keyword. If the participants did not react
to a relevant alert within 7 seconds of it being displayed or ignored
a relevant alert, it was logged as missed. We used a threshold of
7 seconds for a reaction to allow the participants to react even if
they saw the alert at the fifth second or if they could not recall the
keyword quickly. If the participants reacted to a non-relevant alert
or reacted with the wrong keyword, it was logged as an error.

Driving Task. In both the interfaces (VR and BASELINE), par-
ticipants performed a driving task in the TELEOPERATION scenario,
where they had to drive a virtually simulated vehicle. The partic-
ipants drove in Town01 from the CARLA simulator [10] in one
INTERFACE and in Town07 in the other. The combination of the
INTERFACE and the town was balanced among the participants. The
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pre-defined driving path was visualized using spheres (see Fig. 3
in the supplementary material). We asked the participants to follow
this path, drive as fast as possible, and align the position of the
vehicle below the spheres as accurately as possible to minimize the
deviation from the path. We also asked them to avoid the obstacles
on the path (see Fig. 4 in the supplementary material), which were
placed to increase the difficulty of driving. We reminded the par-
ticipants of obeying all traffic rules like following the speed limit,
driving in the appropriate lane, etc., as the virtual simulation was a
representative of an actual vehicle with humans on board. Since the
TELEOPERATION scenario involved the monitoring tasks, too, we
asked the participants to also monitor the alerts, leaving it to their
judgment on how to handle the two tasks simultaneously.

Task Simulation. We implemented an Unreal Engine (UE)
4.27 application server for simulating the alerts and visualizing
them in VR and used ReactJS web pages with Node.JS server for
visualization in BASELINE. The implementation details are provided
in Section 1.2 of the supplementary material.

3.3 Procedure
We used G*Power [13] to determine the minimum sample size re-
quired for the user study based on the correlation between conditions
from our pilot study. With a significance level α = 0.05, statistical
power 1−β = 0.8, and our correlation values 0.75,0.85,0.92,0.88,
the minimum sample size was 13. To ensure counterbalancing, we
increased it to n = 16. The participants had to be at least 18 years
old and have a driver’s license to participate in the study. Sixteen
participants took part in the study (4 females and 12 males), with an
average age of 25.19 years (sd = 3.9), an average height of 178.5
cm (sd = 10.12), and an average driving experience of 5.35 years
(sd = 3.77). Four participants had no experience with VR. Two par-
ticipants had no experience of car racing games and the others had
minimal to moderate experience. The frequency of the participants
driving in their daily lives spanned from driving daily to driving
once a year. Six participants wore glasses during the user study. We
asked the participants to rate their confidence level while driving on
a scale of 1 (being very insecure) to 10 (being very confident). This
resulted in an average rating of 7.875 (sd = 1.85).

Firstly, all participants were informed about the procedure and
the content of the study. They signed a consent form and filled
out a demographic questionnaire including information about their
driving experience. Participants were given an introduction to all the
interfaces and tasks. The cockpit was adjusted to the height of each
participant by moving the pedals. They started the first condition
with a short training session of up to 5 minutes. After finishing the
first condition which lasted for 15 minutes, they answered the sub-
jective questionnaires and semi-structured interview questionnaires.
This procedure was repeated for the other three conditions. Lastly,
they answered the preference questionnaire and the interview ques-
tions reflecting on the differences between the conditions. The study
lasted for 2 hours per participant. Each participant was rewarded
with a 10 EUR gift card for local businesses as a sign of gratitude.

3.4 Results
The influence of INTERFACE and SCENARIO was analyzed using
repeated measures analysis of variance (RM-ANOVA). We used the
Aligned Rank Transform on the non-normal subjective data and then
applied RM-ANOVA for analysis. For the non-normal objective
data, we used RM-ANOVA, as the sphericity requirements were
met and normality violations do not tend to have a major impact
on the robustness of the analysis [5]. Bonferroni adjustments were
used for multiple comparisons at an initial significance level of
α = 0.05. We used two one-sided t-tests (TOST) for testing the
equivalence between conditions. The equivalence lower and upper
bounds were calculated using Cohen’s dz =

t√
n with the critical t

value for n = 16,α = 0.05 for two-tails (c.f., [30]). The value of

Table 1: RM-ANOVA results for Study 1. d f1 = d fe f f ect and d f2 =
d ferror. I=INTERFACE. S=SCENARIO.

Miss Rate Reaction Time
d f1 d f2 F p η2

p d f1 d f2 F p η2
p

I 1 15 7.594 0.015 0.336 1 15 0.047 0.832 0.003
S 1 15 76.73 < 0.01 0.836 1 15 1.755 0.205 0.105

I × S 1 15 0.073 0.791 0.005 1 15 0.014 0.909 0.001

Error Rate System Usability
d f1 d f2 F p η2

p d f1 d f2 F p η2
p

I 1 15 2.129 0.166 0.124 1 14 1.135 0.305 0.075
S 1 15 0.0165 0.9 0.001 1 14 14.371 < 0.01 0.507

I × S 1 15 3.393 0.085 0.184 1 14 0.108 0.747 0.008

Task Load Simulator Sickness
d f1 d f2 F p η2

p d f1 d f2 F p η2
p

I 1 15 7.676 0.014 0.339 1 14 12.566 0.003 0.473
S 1 15 17.82 < 0.01 0.543 1 14 4.409 0.054 0.234

I × S 1 15 2.895 0.109 0.162 1 14 0.006 0.941 < 0.01

dz for our analysis was ±0.53, with −0.53 as the lower bound and
+0.53 as the upper bound. Due to data logging errors, we lost the
SSQ and SUS questionnaire data of one participant. As this missing
data does not affect the participant’s task data, we did not exclude
the participant from the entire statistical analysis. The box plots
for each dependent variable are shown in Fig. 3. The results of the
statistical tests are presented in Table 1. We followed an open coding
procedure [9], to analyze the interviews.

Miss Rate: The miss rate was the percentage of relevant alerts
that a participant missed in a particular condition. VR resulted
in a significantly higher (7.6%) miss rate (m = 42.2, sd = 4.272)
compared to BASELINE (m = 34.5, sd = 3.808). TELEOPERATION
resulted in a significantly higher (26.7%) miss rate (m = 51.7, sd =
3.335) compared to MONITORING (m = 25, sd = 3.263). There
were no interaction effects between INTERFACE and SCENARIO.

Reaction Time: The reaction time (in seconds) was the average
of all the reaction times to the relevant alerts that the participant
reacted to, in a particular condition. We did not find a significant
effect of INTERFACE while comparing VR (m = 3.39, sd = 0.737)
to BASELINE (m = 3.35, sd = 0.577). We also did not find a signifi-
cant effect of SCENARIO while comparing MONITORING (m = 3.27,
sd = 0.478) to TELEOPERATION (m = 3.46, sd = 0.794). There
was no significant interaction effect between INTERFACE and SCE-
NARIO. In the MONITORING scenario, TOST indicated equivalence
of reaction time between VR (m = 3.28, sd = 0.48) and BASELINE
(m = 3.26, sd = 0.492), with the larger of the two p-values being
p = 0.002 and corresponding t(15) =−3.328.

Error Rate: The error rate was the percentage of all alerts that
a participant reacted to wrongly in a condition. We did not find a
significant effect of INTERFACE while comparing VR (m = 1.65,
sd = 0.737) to BASELINE (m = 2.6, sd = 0.577). We also did
not find a significant effect of SCENARIO while comparing MON-
ITORING (m = 2.08, sd = 0.478) to TELEOPERATION (m = 2.17,
sd = 0.794). Neither did we find equivalence between either pair
among INTERFACE and SCENARIO taken together.

Deviation from Path: This metric was the average perpendicu-
lar distance (in meters) from the line passing through the two nearest
consecutive navigational spheres from the vehicle’s position at that
instance. VR resulted in a significantly higher (p < 0.001, η2 p =
−0.974, 22.5%) deviation from the path (m = 0.909, sd = 0.274)
compared to BASELINE (m = 0.742, sd = 0.144).

Distance Traveled: This metric was the total distance (in kilo-
meters) driven by the participants in the TELEOPERATION scenario.
We did not find a significant effect of INTERFACE while comparing
VR (m = 3.286, sd = 0.781) to BASELINE (m = 3.448, sd = 0.325),
neither did we find equivalence between VR and BASELINE for the
distance traveled.

System Usability: We did not find a significant effect of IN-
TERFACE on usability while comparing VR (m = 63.2, sd = 14.71)
to BASELINE (m = 68.2, sd = 16.03) and neither did we find equiv-
alence among the two levels of INTERFACE for either SCENARIO.
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Figure 3: Box plots for dependent variables in Study 1: a) Miss Rate. b) Reaction Time (in seconds). c) Error Rate. d) Deviation from Path (in m)
e) Distance Traveled (in km). f) System Usability Scale. g) NASA Task Load Index. h) Simulator Sickness. i) Presence. Ba=BASELINE, VR=VR,
M=MONITORING, T=TELEOPERATION. The number of stars indicates the level of significance between the conditions (*** <0.001 ** <0.01 *
<0.05). Equivalence between conditions is indicated by ≡.

For SCENARIO, however, MONITORING resulted in a significantly
higher (19%) usability (m = 71.3, sd = 13.562) compared to TELE-
OPERATION (m = 60, sd = 15.355). There was no significant inter-
action effect between MONITORING and TELEOPERATION.

Task Load: VR resulted in a significantly higher (16.5%) task
load (m = 56.5, sd = 18.128) compared to BASELINE (m = 48.5,
sd = 17.18). It also showed that TELEOPERATION resulted in a
significantly higher (24.36%) task load (m = 58.2, sd = 15.483)
compared to MONITORING (m = 46.8, sd = 18.715). There were
no interaction effects between INTERFACE and SCENARIO.

Simulator Sickness: VR resulted in a significantly higher
(43.45%) simulator sickness (m = 41.6, sd = 44.02) compared to
BASELINE (m = 29, sd = 36.77). We did not find a significant
effect of SCENARIO on simulator sickness, while comparing MONI-
TORING (m = 39.27, sd = 39.95) to TELEOPERATION (m = 31.42,
sd = 41.76). There were no interaction effects between INTERFACE
and SCENARIO.

Presence: In VR interface, TELEOPERATION resulted in a
significantly higher (15.97%) (p= 0.01, η2 p= 0.34) presence (m=
3.34, sd = 0.88) compared to MONITORING (m = 2.88, sd = 0.95).

User Preferences: The responses from the preference ques-
tionnaire indicated that 87.5% of the participants preferred BASE-
LINE, 56.25% preferred MONITORING, and the rest 43.75% pre-
ferred TELEOPERATION.

Upon interviewing the participants, we got the following insights.
Six participants perceived a better performance and state of focus in
VR, as they felt isolated in VR and were not distracted by the real
surroundings. Three participants reported losing focus in BASELINE,
especially while monitoring. Eight participants mentioned having a
higher eye strain due to the low resolution of VR. While TELEOPER-
ATION, they found it comparatively harder to detect the speed limit
signs and obstacles in VR. Seven participants mentioned having
more head movement in VR due to the small field of view of the
HMD and peripheral blur. Eight participants mentioned that detect-
ing the change in motion, i.e., the camera alerts felt the most difficult.
Six participants felt more exhausted in VR due to the weight of the
headset. Six participants reported a higher neck strain due to the
position of TOP, the map screen. Five participants felt bored and
underwhelmed while MONITORING, especially in BASELINE.

In TELEOPERATION, one participant mentioned looking for alerts
only during red traffic lights, which led to a perceived performance
drop in monitoring tasks. Six participants reported feeling unsafe
and insecure driving and monitoring the vehicles simultaneously.
Four participants mentioned that a 3D perception of the driving
environment, with stereoscopic cameras attached to the vehicles
could lead to a better teleoperation experience. Four participants
mentioned that the driving did not feel realistic due to the absence
of other sensory feedback, like vibrations from the engine revving
and sounds from the surroundings. Three participants mentioned
that they could imagine using a VR headset for the monitoring and
teleoperation tasks given improvements in resolution, peripheral
sharpness, and a decrease in the weight of the headset.

Figure 4: Conditions of Study 2: a) The physical BASELINE interface
used in industry. b) The OPTIMIZED PHYSICAL interface. c) The
OPTIMIZED VR interface.

3.5 Discussion

This study indicated, that the joint teleoperation and monitoring led
to a dropped performance in terms of a 26.7% higher miss rate and
24.36% higher task load, hence it is not advisable to perform such
joint tasks. It also indicated that the VR interface led to a dropped
performance with 7.6% more alerts missed in VR compared to the
baseline. While driving, there was a 22.5% higher deviation from the
prescribed path in VR compared to the baseline. The task load in VR
was 16.5% higher and the simulator sickness was 43.45% than the
baseline. These results indicate the need to separate the monitoring
and teleoperation tasks, the scope for further optimizations of the
interface, and the need for a VR headset with better specifications.

4 STUDY 2: EVALUATION OF OPTIMIZED LAYOUTS FOR
MONITORING

In Study 1, we quantified the negative effects of a joint teleopera-
tion and monitoring task. These effects are so substantial, that we
advise against performing both tasks simultaneously for a single
operator (see also discussion section). Still, for a single task (ei-
ther monitoring or teleoperation) at a time or for switching between
tasks consecutively, VR could provide potential benefits, such as
providing task-dependent optimal screen layouts at no substantial
monetary or infrastructure costs [35]. Hence, in Study 2, we aimed
at quantifying the effects of using a virtual screen setup optimized
for monitoring only. To this end, we revised a screen layout for mon-
itoring only, both for a 56-inch physical screen and a corresponding
virtual screen, addressing the issues directly indicated by Study 1.
The revised screen layout was chosen such that the out-of-view ele-
ments, peripheral blur, and fatigue-inducing screen distances causing
extra head movements, were minimized.

Hence, the participants had to perform only the monitoring tasks
(cf. Sect. 3.2) in this user study. While having task-dependent
monitor layouts is impractical using physical monitors, in VR, lay-
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out changes of virtual monitors can easily be achieved situation-
dependent [35]. Still, we included a task-optimized physical condi-
tion to be able to separate the effects of the screen layout and the
presentation medium (monitor, VR HMD).

This user study was conducted as a 1×3 within-subjects design.
The independent variable was INTERFACE with three levels, BASE-
LINE, OPTIMIZED PHYSICAL, and OPTIMIZED VR, resulting in
three conditions. We measured the miss rate, reaction time for each
alert, and error rate, as the objective data, and SUS, TLX, and SSQ,
as the subjective data. The order of the conditions was balanced.
The procedure of this user study was the same as Study 1. Before
each condition, we asked the participants to adjust the optimized
layout to a height comfortable to their eyes. This study lasted for
90 minutes. We used a comparable procedure as that in Sect. 3.3 to
get the minimum sample size. The participants had to be at least 18
years old to participate in the study. Twenty-four participants took
part in the study (7 female, 17 male). The average age was 25.39
years (sd = 4.54). Four participants had no experience with VR. Ten
participants wore glasses during the user study. Nine participants
among all participants had also participated in Study 1 (c.f. Sect. 3).

4.1 Apparatus
The BASELINE interface was the same as mentioned in section
Sect. 3.1. We did not use the curved monitor for teleoperation,
as we excluded the TELEOPERATION scenario in this study. The
OPTIMIZED PHYSICAL interface was the optimized layout displayed
on a Samsung 56-inch TV mounted on a height-adjustable stand.
We used the same headset, HTC Vive Pro 2 for OPTIMIZED VR
interface to keep the results of this user study comparable to Study 1.
To seat the participants, we used a chair instead of the GTTRACK
racing simulator cockpit, as the monitoring task did not demand
such hardware. We maintained the same seat height from the ground
as that with the GTTRACK racing simulator cockpit seat. The
distance between the Samsung 56-inch TV and the participant was
approximately 110 cm. We maintained the same in OPTIMIZED VR.

We changed the monitor layout to optimize the interface for a
monitoring-only task, based on feedback from the participants of
Study 1. This meant fitting the layout to a usable field of view,
making individual information larger, e.g., the cameras, or smaller,
e.g., the maps. The optimized layout is shown in Fig. 4 (b) and (c).
This layout was developed in UE 4.27. We added a feature to adjust
the vertical position of the optimized layout to a comfortable eye
level, using the up and down arrow keys. To make this adjustment
in OPTIMIZED PHYSICAL, the participants moved the optimized
layout by a length of approximately 11 cm up or down within the TV
screen with a wireless keyboard. For more adjustment, the TV was
moved up or down physically on the stand. In OPTIMIZED VR, the
participants only used the up and down arrow keys for adjustment.

4.2 Results
We carried out similar inferential statistics as that in Study 1. The
equivalence lower and upper bounds calculated using Cohen’s dz
with critical t value for n = 20,α = 0.05 for two-tails were −0.47
and +0.47 respectively. Due to communication errors and confusion
in one of the monitoring tasks, we had to remove the data of one
participant. The task data of three other participants deviated by
more than thrice the mean values, hence, we removed these outliers
from all the metrics for our statistical analysis. One of these outliers
was a participant from Study 1, but a worse performance from this
participant ruled out any learning effects. The box plots for each
dependent variable are shown in Fig. 5. The results of the statistical
tests are presented in Table 2.

OPTIMIZED PHYSICAL resulted in a significantly lower reaction
time, 10.4% lower than OPTIMIZED VR and 10.4% lower than
BASELINE. It resulted in significantly higher system usability, 14.4%
higher than OPTIMIZED VR and 11.4% higher than BASELINE.
OPTIMIZED VR resulted in significantly higher simulator sickness,

Table 2: RM-ANOVA results for Study 2. d f1 = d fe f f ect and d f2 =
d ferror.

Miss Rate Reaction Time
d f1 d f2 F p η2

p d f1 d f2 F p η2
p

INTERFACE 2 38 0.44 0.647 0.023 2 38 5.18 0.01 0.214

Error Rate System Usability
d f1 d f2 F p η2

p d f1 d f2 F p η2
p

INTERFACE 2 38 0.286 0.75 0.015 2 38 7.397 < 0.01 0.28

Task Load Simulator Sickness
d f1 d f2 F p η2

p d f1 d f2 F p η2
p

INTERFACE 2 38 1.881 0.166 0.09 2 38 5.648 < 0.01 0.23

Figure 5: Box plots for Study 2: a) Miss Rate. b) Reaction Time (in
seconds). c) Error Rate. d) System Usability Scale. e) NASA Task
Load Index. f) Simulator Sickness. Ba=BASELINE, OpPh=OPTIMIZED
PHYSICAL, OpVR=OPTIMIZED VR. The number of stars indicates the
level of significance between the conditions (*** <0.001 ** <0.01 *
<0.05).

57.6% higher than OPTIMIZED PHYSICAL and 60.5% higher than
BASELINE. We did not find a significant effect of INTERFACE
for miss rate, error rate, and task load, and neither did we find an
equivalence between either pair of INTERFACE taken together.

User Preferences: The responses to the preference question-
naire indicated that 58.33% of the participants preferred OPTIMIZED
PHYSICAL, 25% preferred BASELINE, and 16.67% preferred OP-
TIMIZED VR. In the interviews, fourteen participants mentioned
preferring OPTIMIZED VR if the VR headset had better peripheral
sharpness and was lighter. Three participants felt barely any differ-
ence between OPTIMIZED VR and OPTIMIZED PHYSICAL. Six
participants liked OPTIMIZED VR but preferred OPTIMIZED PHYS-
ICAL as there was no weight on their head, had lesser eye strain,
the whole layout fit within the field of view, and was sharp enough.
On the contrary, three other participants reported more eyestrain in
OPTIMIZED PHYSICAL compared to OPTIMIZED VR and preferred
the slight head movement with the VR HMD (due to the peripheral
blur) instead. Six participants reported that the peripheral blur in OP-
TIMIZED VR led to overall more head movement than OPTIMIZED
PHYSICAL, but not as much in BASELINE. Five participants men-
tioned losing focus and concentration irrespective of the interface.
Three participants reported being able to focus better in OPTIMIZED
VR as they felt more isolated. Six participants mentioned difficulty
in detecting camera alerts in the optimized layout due to the horizon-
tal alignment of all camera views. Seven participants reported being
able to focus better in BASELINE, due to the entities categorized as
maps, sensor data, and camera feed.

Additionally, using a between-subjects variable separating the
participants common to both studies and the new participants, we
did not find an influence of prior participation on the results.

5 STUDY 3: EVALUATION OF OPTIMIZED LAYOUTS WITH AN
IMPROVED VR HEADSET

Sixty-seven percent of the participants from Study 2 (cf. Sect. 4),
did not prefer the HTC Vive Pro 2 due to either its low resolution,
peripheral blur, or weight. Hence, we conducted a follow-up user
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Figure 6: Conditions of Study 3: a) The PHYSICAL interface. b) The
VIVEPRO2 interface. c) The QUESTPRO interface.

Table 3: RM-ANOVA results for Study 3. d f1 = d fe f f ect and d f2 =
d ferror.

Miss Rate Reaction Time
d f1 d f2 F p η2

p d f1 d f2 F p η2
p

INTERFACE 2 46 1.25 0.295 0.052 2 46 1.77 0.183 0.071

Error Rate System Usability
d f1 d f2 F p η2

p d f1 d f2 F p η2
p

INTERFACE 1.5 34.7 1.63 0.21 0.066 2 44 18.46 < 0.01 0.46

Task Load Simulator Sickness
d f1 d f2 F p η2

p d f1 d f2 F p η2
p

INTERFACE 2 46 7.99 0.001 0.26 2 44 16.79 < 0.01 0.43

study to account for such limitations, by comparing the performance
with a Meta Quest Pro, which is lighter and provides sharper views.
We empirically determined that a Meta Quest Pro was better regard-
ing these factors, which are important for our use case that demands
longer use (less weight) and monitoring visually (sharp peripheries).

In this user study, the participants performed the monitoring
task in the optimized layout again. This user study was conducted
as a 1×3 within-subjects design, with the independent variable
INTERFACE with three levels, PHYSICAL, VIVEPRO2, QUESTPRO.
The dependent variables, the procedure, and the requirement for
participation were the same as that in Study 2.

Twenty-four participants took part in the study (7 female, 17
male). The average age was 24.4 years (sd = 3.6). One participant
had never used VR before. Ten participants wore glasses during the
user study. Eight participants among all participants had participated
in both Study 1 and Study 2, and 8 others among all participants had
participated in Study 2 but not Study 1.

5.1 Results

We carried out inferential statistics as that in Study 1. The equiv-
alence lower and upper bounds calculated using Cohen’s dz with
critical t value for n = 24,α = 0.05 for two-tails were −0.42 and
+0.42 respectively. The box plots for Study 3 are shown in Fig. 7.
The results of the statistical tests are presented in Table 3.

We did not find a significant effect but an equivalence effect
of INTERFACE on reaction time between PHYSICAL (m = 2.72,
sd = 0.57) and QUESTPRO (m = 2.75, sd = 0.47), with the larger
of the two p-values being p = 0.006 and corresponding t(23) =
−2.729. We did not find a significant effect of INTERFACE on the
miss rate or error rate. Neither did we find an equivalence effect
between any two INTERFACE taken together. VIVEPRO2 resulted in
a significantly lower SUS score, 16.5% lower than PHYSICAL and
12.4% lower than QUESTPRO. PHYSICAL resulted in a significantly
lower task load, 32.5% lower than VIVEPRO2 and 12.2% lower than
QUESTPRO. PHYSICAL resulted in a significantly lower simula-
tor sickness, 64.5% lower than VIVEPRO2 and 42.9% lower than
QUESTPRO. QUESTPRO resulted in a significantly lower simulator
sickness (64.5%) lower than VIVEPRO2. No significant difference
in presence was found between VIVEPRO2 and QUESTPRO.

Figure 7: Box plots for Study 3: a) Miss Rate. b) Reaction Time (in
seconds). c) Error Rate. d) System Usability Scale. e) NASA Task
Load Index. f) Simulator Sickness. g) Presence. The number of stars
indicates the level of significance between the conditions (*** <0.001
** <0.01 * <0.05). Equivalence between conditions is indicated by ≡.

User Preferences: The responses to the preference question-
naire indicated that 50% of the participants preferred QUESTPRO,
as it led to a perceived higher concentration and less distraction
than PHYSICAL due to the isolation from reality. It felt lighter,
less straining, and had better peripheral sharpness than VIVEPRO2
causing lesser head movements. 41.7% preferred PHYSICAL and
8.3% preferred VIVEPRO2. Fifteen participants liked the peripheral
view of QUESTPRO which caused lesser head movements and that it
felt much lighter. Seven participants perceived more concentration
through isolation with QUESTPRO. Six participants felt slightly un-
comfortable with QUESTPRO due to the pressure on their heads and
caused sweating. Three participants mentioned that they could not
imagine using a VR headset for a long period. Sixteen participants
perceived more head movement in VIVEPRO2 due to peripheral blur
and felt more eye strain due to low resolution. Three participants
felt more immersed in VIVEPRO2, and mentioned a much better fit
of this headset. Eight participants mentioned PHYSICAL felt easier
due to all information lying within their field of view, and no weight
or pressure on the head. Six participants mentioned drifting away
from the task in PHYSICAL, as the real environment, at times took
their attention away. Four participants did not feel much difference
between PHYSICAL and QUESTPRO, but preferred PHYSICAL as it
felt more comfortable due to no extra weight on their head.

In addition to the results of the 1×3 within-subjects design, we
investigated the effects of prior participation with a between-subjects
variable COMMON separating the participants common to all studies,
common to Study 2 and Study 3, and the new participants. We found
that the participants common to all studies had significantly lower
reaction times but did not find any interaction effect of INTERFACE
and COMMON. Hence they did not get better with a specific interface
due to prior participation.

6 STUDY LIMITATIONS

Our studies have limitations regarding the involved participants, the
realism of the simulation, and the comparison of the technologies.
First, the limited number of participants did not allow the investiga-
tion of smaller effects and subtle differences between the different
conditions. Having a driver’s license, all participants would be po-
tentially qualified as operators for remote vehicles. Yet they were not
trained for this job specifically and did not have any experience in
this regard. The group of participants is not a representative sample
of potential users, but a convenience sample. Additionally, we did
not find that the repetition of participants in Study 2 and Study 3
did not influence the performance. However, the statistical power of
this test was low (1−β = 0.133 for Study 2 and 1−β = 0.198 for
Study 3). Future work should substantially increase the sample size
when including participants across multiple studies.
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Second, we tried to model a real operation environment as closely
as possible. Still, we had to compromise to keep the study feasible.
For safety reasons, we could not operate real vehicles on a street
but had to work with a simplified simulation. This takes away
pressure not to make any mistakes but also reduces the sources of
mistakes and task difficulty (e.g., no pedestrians or other traffic on
the road). In our environment, the latency for teleoperation was
minimal. However, in real-world teleoperation latency can have a
negative impact on operating a remote car. The monitoring tasks
were also simplified (e.g., triggering one alert at a time).

Third, a comparison between different technologies and represen-
tations is hard to design in a completely fair way. For example, the
novelty effect of the interface could lead to higher motivation but
also make the completion of the tasks harder. Furthermore, some
effects might be just caused by the current technology limitations.
For instance, as remarked by participants and highlighted by prior
work [3, 39], the resolution of most consumer-oriented VR HMDs
cannot yet compete with the ones of physical monitors. Wearing
the HMD, the perception of alerts in the periphery could have been
affected by the restricted field of view, or visual artifacts in the pe-
riphery. However, our analysis of the peripheral and central alerts
indicates no large difference in the miss rates between the two. Fu-
ture work should carefully study the impact of peripheral sharpness
on task performance. Further, the weight and particular ergonomics
of HMDs might impact the study results. In our studies, we only
could quantify the combined effects of each display device. Future
work could consider the influence of various factors individually.

7 DISCUSSION

Finally, we reflect on the results of the three studies jointly. We
discuss implications for practical application and future research in
the context of remote vehicle operation. As technology regarding
autonomous driving and VR is evolving rapidly, we also try to
capture technical solutions available in the near future.

Joint Monitoring and Teleoperation Mode. Joint monitoring
and teleoperation would be more cost-efficient and could lead to ear-
lier adoption of level-4 autonomous driving. Such a dual operation
is supported by the current industrial systems. With these ideas in
mind, Study 1 integrated both monitoring and teleoperation tasks in
two of the four conditions. However, the additional teleoperation
task led to higher miss rates of alerts and perceived insecurity while
driving. While this result was expected, to the best of our knowledge,
our study is the first that quantifies this difference (in our setting
more than 25% missed alerts for each interface). Hence, we strongly
recommend not assigning joint monitoring and teleoperation to a
single operator. If multiple operators are available per shift, flexible
models for switching between monitoring and teleoperation roles
might be feasible. This could also provide some variation in a po-
tentially monotonous monitoring job. For such flexible switching
between roles, a VR setup would allow more flexibility or both
modes can complement each other. For instance, a physical interface
could be used for monitoring and a VR interface for teleoperation.

Physical and VR Interfaces in Comparison. The results
comparing physical and VR interfaces indicate that the tested VR
interfaces are secondary options: The physical interfaces outperform
them regarding miss rate, deviation from the path (Study 1), task
load, and simulator sickness (Study 1, Study 3) and reaction time,
system usability, task load, and simulator sickness (Study 2). If VR
should still be used (for instance, because of space constraints and
mobility of the setup), we recommend making the operator’s tasks
as simple as possible for both monitoring and teleoperation. For
instance, using particularly clear visual encodings for monitoring
and assistance systems for driving. We also recommend using newer-
generation HMDs with better specifications and ergonomics. They
seem to leverage a benefit like better concentration through isolation,
among others. Moreover, work sessions in VR should be shorter

(task load, simulator sickness). These results align with those by
Biener et al. [3], who quantified the effects of working prolonged
time with VR HMDs compared to work using physical monitors.

VR Future Perspectives. Current limitations of the technol-
ogy and constraints of the experiment design have limited the used
potential, specifically of the VR interfaces in our studies (cf. Sect. 6).
With enlarged fields of view, better resolution, lesser weight, periph-
eral view, and larger sweet spots for sharp vision, such biases could
partly be reduced merely through technological progress. This can
already be seen in the user preferences of Study 3 with Meta Quest
Pro. For example, we confirm a higher perceived resolution of the
Meta Quest Pro, potentially due to its pancake lenses subjectively.
Still, a formal comparison of center vs. peripheral resolutions of
Fresnel vs. pancake lenses in HMDs like the HTC Vive Pro 2 and
Meta Quest Pro should be explored in the future. Hence, replicating
the study with next-generation HMDs is advisable (c.f., Schneider
et al. [41] for the case of finger tracking accuracy. Moreover, to
provide comparable designs and limit differences between study
conditions in Study 1, the VR interface replicates the physical setup
as best as possible without optimizing it for the VR environment.
While some optimization is already applied in Study 2 and Study
3, further optimizations should be considered in future studies as
proposed in prior work on supporting knowledge workers in VR [4].
This could leverage more VR specifics at the cost of comparability,
for instance arranging and sizing screens even more flexibly and
dynamically, enlarging the visual encodings if they are depicted in
the periphery of the HMD, to improve legibility. Context-specific
tasks instead of placeholder tasks should also be tested. Further,
the replication of current vehicle hardware limited us to using 2D
monoscopic (simulated) cameras. If 360◦ images [14] and stereo
images [43] are available, the VR interface might provide a more im-
mersive scene representation. This could also improve the situation
awareness in teleoperation tasks. Regarding monitoring scenarios,
especially spatial views using 3D maps and city models could pro-
vide better geographic context and overview in VR, similar as tested
for autonomous vessels in a search and rescue scenario by Lager
and Topp [29].
8 CONCLUSION

We contributed three user studies, quantifying the performance of
and subjective feedback for a VR-based system with an existing
monitoring and teleoperation system, which is in industrial use
today. Our studies indicate that when simply replicating physical
interfaces in VR, the costs (in terms of perceptual and ergonomic
issues) induced by the VR system outweigh potential benefits (such
as better concentration through isolation). Further, we quantified
the performance degradation in joint teleoperation and monitoring
tasks independent of the interface (which were higher than 25%
in terms of missed alerts). Hence, we explicitly advise against
promoting such joint tasks in the future. Finally, we are confident,
that potential software-related (such as stereoscopic vision, flexible,
situation-dependent screen layouts) and hardware-related (such as
lighter headsets with a larger usable field of view) might outweigh
the current costs of using VR for monitoring and teleoperation of
autonomous vehicles in the future.
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