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Abstract—| In this paper, we attempt to summarize monthly
reports as investment reports. Fund managers have a wide
range of tasks, one of which is the preparation of investment
reports. In addition to preparing monthly reports on fund
management, fund managers prepare management reports that
summarize these monthly reports every six months or once a year.
The preparation of fund reports is a labor-intensive and time-
consuming task. Therefore, in this paper, we tackle investment
summarization from monthly reports using transformer-based
models. There are two main types of summarization methods:
extractive summarization and abstractive summarization, and
this study constructs both methods and examines which is more
useful in summarizing investment reports.

Index Terms—Summarization, Pre-trained Model, Investment
Report

I. INTRODUCTION

There are a variety of finance-related occupations in the
world, including fund managers, who manage funds. Fund
managers have a wide range of tasks, one of which is the
preparation of investment reports. In addition to preparing
monthly reports on fund management, fund managers prepare
management reports that summarize these monthly reports
every six months or once a year. The preparation of fund
reports is a labor-intensive and time-consuming task.

The investment report is prepared with reference to the
monthly report as shown in Figure (I} However, the investment
reports do not completely match the monthly reports, as only
sentences containing important information contained in each
monthly report are used, or multiple sentences are combined
and generated as a new sentence. It is also possible that
information not included in the monthly report will be added
to the investment report.

Meanwhile, Al in language processing is growing along
with the evolution of neural networks. In particular,
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Fig. 1. Investment reports.

transformer-based [1] models such as BERT [2] have per-
formed very well and have been used for various applications.
In recent years, interactive Als such as ChatGPT have emerged
and spread into the real world, being incorporated into various
applications.

Therefore, in this paper, we tackle investment summariza-
tion from monthly reports using transformer-based models.
Specifically, we challenge a multi-document summary, taking
the monthly report as input and outputting the investment
report. There are two main types of summarization methods:
extractive summarization and abstractive summarization, and
this study constructs both methods and examines which is
more useful in summarizing investment reports.

The contributions of this study are as follows.

o We compared extractive and abstractive summarization in
a summarization task in investment reports and showed



that abstractive summarization is more effective.

o By analyzing the summarization performance for each
type of fund, we identified the types that are easy or
difficult to summarize and discussed the reasons for this.

II. OVERVIEW OF OUR SUMMARIZATION

In this section, we introduce how to summarize investment
reports from monthly reports. From Figure [} investment
reports refer to monthly reports. Therefore, we use monthly
reports as input data for generating investment reports. Figure
(2] shows the flow of investment reports summarization.
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Fig. 2. The flow of report summarization.

From Figure 2] we try two different summarization method-
ologies, extractive summarization, and abstractive summa-
rization, in this paper. For creating extractive summarization
training data, we use two types of methods. One is the TFIDF
base method, and the other is the BERT base method. These
methods are introduced in section On the other hand, we
use T5 [3]] for abstractive summarization.

Table [I] shows an example of an investment report. Table
[ shows an example of a monthly report associated with the
investment report in Table |Il These examples deal with topics
related to Russian market conditions.

TABLE I
EXAMPLE OF INVESTMENT REPORT.

oY 7 HRATRIE, BHGEERETTRERIXVWE D EL
oo WK & DINERIRE, RIZ20184E4 F BT IZKE D 5 DB
IEFEHBNFERINZZ DS, —HRESTELEL
U U, EHfliig 2SS K ECTHR L2 2 L 1377 2Rk
b E U7

(The Russian stock market was mostly flat in local currency
terms. Diplomatic issues with Europe and the U.S., especially the
announcement of additional economic sanctions from the U.S.
in the first half of April 2018, led to a large temporary decline;
however, the high level of oil prices was a positive factor.)

III. EXTRACTIVE SUMMARIZATION

Our extractive summarization method involves automati-
cally extracting sentences from multiple monthly reports with
the aim of generating a summary that can substitute the
corresponding management reports for the given period. We

TABLE II
EXAMPLE OF MOTHLY REPORT.
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BRI ol 2 L EDNFEI N, RAITEE RS RRE L
RO FE Uk, 720 RFEBRMT LT T OEHKMAT
Z20065E LA THIO THl & BIF, BE@BHEE L ®mU
SN eH, HBOXBEME LD U

(Russian Stock Market Rises (Local Currency Basis) The Russian
stock market rose in February 2018. In the first half of the month,
the market was down due to a sharp rise in long-term U.S.
interest rates, a sharp drop in oil prices, and increased selling
pressure on risk assets as investors’ risk tolerance declined due
to increased volatility in the market. In the second half of the
month, however, as financial markets regained their composure,
the price of crude oil returned to its previous highs, and the market
gradually recovered. The market was also supported by reports
that a major credit rating agency raised Russia’s credit rating to
investment grade for the first time since 2006.)

partition the management reports and monthly reports into
training and test data sets, and construct a model of extrac-
tive summarization using machine learning-based methods as
follows.

First, we label each sentence of the monthly report in the
training data set to determine whether it is plausible to include
it in the summary. For this, we use a binary labeling approach
based on whether or not the sentence has a high degree of
similarity to one of the corresponding management reports for
the period. We measure similarity by the cosine similarity of
the vector representation of the sentences. We create the vector
representation of each sentence in the management reports and
monthly reports in two ways: by vectorizing the sentences
using TFIDF and by creating an embedded representation
using BERT. We use a base-size BERT model that was pre-
trained on Japanese texts, which were published by the Inui
Lab at Tohoku Universityﬂ

Next, we build the model by fine-tuning the BERT model
as a binary classification task using the created training data.
Predictions are made by applying a linear layer to the output
of the final layer of the BERT model. We use the same BERT
model as in the previous step and only fine-tune the upper layer
of the Transformer layer. We obtain the number of epochs as
9 and the batch size as 4 through Bayesian optimization using
Optunﬂ Finally, we create a summary by connecting multiple
sentences from the top that are estimated to have the highest
likelihood of being included in the summary.

Uhttps://huggingface.co/cl-tohoku/bert-base-japanese-whole-word-masking
Zhttps://optuna.org/
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Fig. 3. Labeling for extractive summarization.

IV. ABSTRACTIVE SUMMARIZATION

In this section, we introduce abstractive summarization
using T5. We use tS-base-japaneseE] as TS model. We decide
the input size is 1024. This value is slightly higher than the
average of the 6 or 12 monthly reports. Additionally, we decide
the output size is 256. This value is slightly higher than the
average of the investment reports.

In this paper, the epoch number is 10, and the batch size is 8.
These values are obtained by grid search. Specifically, we use
T5 of transformersﬂ for the implementation of our abstractive
summarization model.

V. EXPERIMENT

We evaluate our extractive summarization methods and
abstractive summarization method using investment reports
and monthly reports. We utilize 2,631 Japanese investment
reports and 18,953 Japanese monthly reports tied to these
investment reports. 70% of these reports are used for training
data, 10% for validation data, and 20% for test data.

We evaluate below three methods. Ex-BERT is BERT
based extractive summarization method. Ex-TFIDF is TFIDF
based extractive summarization method. Ab-T5 is T5 based
abstractive summarization method. Specifically, we evaluate
these methods using ROUGE-1, ROUGE-2, and ROUGE-L.
These methods are developed using PyTorcl'E] and transformers
(4]

Additionally, we also evaluate each type of fund. Fund types
include stock, bond, real estate, asset combination, and others.
Furthermore, there is also a classification of which region the
fund targets: domestic, foreign, or domestic and foreign. By

3https://huggingface.co/sonoisa/t5-base-japanese
4https://huggingface.co/docs/transformers/model_doc/t5
Shttps://pytorch.org/

evaluating each of these detailed categories, we find the types
of investment reports that are suited for summarization.

A. Experiment Results

Table [I1If shows the results of the experiment. Additionally,
Table Table [V] and Table [VI] show the evaluation results
for each type. In Table [[V] Table[V] and Table [VI, D indicates
domestic, F indicates foreign, and DF indicates domestic
and foreign. Moreover, we show examples of summarization
results in Table In Table outputs of Ab-T5 and Ex-
TFIDF and the correct answer of summarization are indicated.

TABLE III
EXPERIMENT RESULTS.

[ ROUGE-T | ROUGE-2 | ROUGE-L

Ex-BERT 0.483 0.224 0.265

Ex-TFIDF 0.497 0.233 0.274

Ab-T5 0.704 0.548 0.595
TABLE IV

DETAILED RESULTS IN EX-BERT. D INDICATES DOMESTIC, F INDICATES
FOREIGN, AND DF INDICATES DOMESTIC AND FOREIGN.

ROUGE-1 | ROUGE-2 | ROUGE-L

All 0.483 0.224 0.265

D 0.443 0.191 0.242

Stock F 0.506 0.233 0.267

DF 0.427 0.193 0.212

Bond F 0.476 0.243 0.246

DF 0.404 0.136 0.241

D 0.470 0.208 0.254

Other F 0.491 0.238 0.276

DF 0.498 0.230 0.269

Asset combination D 0.308 0.145 0.210

DF 0.532 0.172 0.242

Real estate D 0.514 0.254 0.250
TABLE V

DETAILED RESULTS IN EX-TFIDF. D INDICATES DOMESTIC, F INDICATES
FOREIGN, AND DF INDICATES DOMESTIC AND FOREIGN.

ROUGE-1 | ROUGE-2 | ROUGE-L

All 0.497 0.233 0.274

D 0.465 0.197 0.252

Stock F 0.503 0.225 0.257
DF 0.421 0.160 0.224

Bond F 0.616 0.305 0.328
DF 0.445 0.123 0.221

D 0.490 0.221 0.264

Other F 0.502 0.246 0.284
DF 0.517 0.260 0.276

Asset combination D 0.453 0282 0.395
DF 0.565 0.200 0.274

Real estate D 0.506 0.217 0.308

VI. DISCUSSION

From Table abstractive summarization method Ab-T5
outperforms other extractive summarization methods. Ab-T5
is superior for all of ROUGE-1, ROUGE-2, and ROUGE-L,
indicating that the abstractive summarization is suitable for this
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TABLE VI
DETAILED RESULTS IN AB-TS5. D INDICATES DOMESTIC, F INDICATES
FOREIGN, AND DF INDICATES DOMESTIC AND FOREIGN.

ROUGE-1 | ROUGE-2 | ROUGE-L

All 0.704 0.548 0.595

D 0.669 0.504 0.570

Stock F 0.514 0.264 0.330
DF 0.470 0.177 0.253

Bond F 0.785 0.624 0.643
DF 0.596 0.446 0.499

D 0.730 0.592 0.633

Other F 0.728 0.579 0.624
DF 0.721 0.578 0.629

Asset combination D 0.405 0.209 0316
DF 0.561 0.316 0.380

Real estate D 0.724 0.554 0.583

task. In particular, the ROUGE-2 and ROUGE-L values are
very high compared to the extractive summarization results.

On the other hand, a comparison between extractive sum-
marization results in a slightly higher Ex-TFIDF. This result
indicates that Ex-TFIDF was able to select more appropriate
sentences as correct data. In this research, we did not fine-
tune BERT. Therefore, we believed that BERT was not able
to calculate the appropriate vector to select the correct data.
If SBERT [5] were used instead of BERT, we consider that
better results would be obtained.

Table Table and Table show that there are
considerable differences in performance among fund types.
For example, for funds targeting foreign bonds, the value of
the ROUGE-L is 0.643. On the other hand, for funds that
target domestic and foreign stocks, the value of ROUGE-L is
0.253. These values difference is as large as 0.393.

From Table [VI| we find that our method is good at bond
and other, but not so good at stock and asset combination.
we believe that investment reports of bond and other are
routine and suitable for automatic summarization. On the other
hand, we consider that investment reports for stock and other
funds contain additional information that is not included in
the monthly reports, making automatic summarization a bit
difficult. Therefore, we plan to construct a summarization
model using additional information such as stock price and
exchange rate.

VII. RELATED WORKS

Related research on multi-document summarization in-
cludes the following papers. Moro et al. proposed the prob-
abilistic method based on the combination of three language
models to tackle multi-document summarization in the medical
domain [6]. Liao et al. investigated the feasibility of utiliz-
ing Abstract Meaning Representation formalism for multi-
document summarization [7]. Fabbri et al. constructed Multi-
News, the large-scale multi-document news summarization
dataset [8]]. Xiao et al. introduced PRIMERA, a pre-trained
model for multi-document representation with a focus on
summarization that reduces the need for dataset-specific ar-
chitectures and large amounts of fine-tuning labeled data [9].
Nayeem et al. designed an abstractive fusion generation model

at the sentence level, which jointly performs sentence fusion
and paraphrasing [[10]]. They applied their sentence-level model
to implement an abstractive multi-document summarization
system where documents usually contain a related set of
sentences. Liu et al. developed the neural summarization
model, which can effectively process multiple input documents
and distill abstractive summaries [11]]. Li et al. develop a neu-
ral abstractive multi-document summarization model which
can leverage explicit graph representations of documents to
more effectively process multiple input documents and distill
abstractive summaries [[12]]. Jin et al. proposed the multi-
granularity interaction network to encode semantic representa-
tions for documents, sentences, and words [13]]. Deyoung et al.
released MS™2 (Multi-Document Summarization of Medical
Studies), a dataset of over 470k documents and 20K sum-
maries derived from the scientific literature [14].

As related work of extractive summarization, there is re-
search by Cui et al. [15]. They proposed extractive summariza-
tion that can summarize long-form documents without content
loss. Xu et al. proposed the neural network framework for
extractive and compressive summarization [16].

As related work of abstractive summarization, there is
research by Nallapati et al. [17]. They applied the attentional
encoder-decoder for the task of abstractive summarization with
very promising results, outperforming state-of-the-art results
significantly on two different datasets. Chen et al. proposed an
accurate and fast summarization model that first selects salient
sentences and then rewrites them abstractively to generate
a concise overall summary [18]. Cohan et al. proposed the
model for abstractive summarization of single, longer-form
documents (e.g., research papers) [19]. Sharma et al. con-
structed BIGPATENT, the large-scale summarization dataset
consisting of 1.3 million patent documents with human-
written abstractive summaries [20]]. Karn et al. proposed the
extractive approach into a two-step RL-based summarization
task (extractive-then-abstractive) [21]. Mao et al. proposed
simple yet effective heuristics for oracle extraction as well
as a consistency loss term, which encourages the extractor to
approximate the averaged dynamic weights predicted by the
generator [22]].

VIII. CONCLUSION

In this paper, we evaluated two extractive summarization
methods and one abstractive summarization method on the
investment report summarization from monthly reports. The
extractive summarization method is based on TFIDF or BERT
model. The abstractive summarization method is based on
the T5 model. From the evaluation results, we found that
the abstractive summarization method outperformed our two
extractive summarization methods.

As feature work, we have a plan to construct a summariza-
tion model using additional information such as stock price
and exchange rate.
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TABLE VII
EXAMPLES OF SUMMARIZATION RESULTS.

Correct Answer
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(From the beginning of the current fiscal year, the FOMC (Federal Open Market Committee) indicated that it does not expect
to raise interest rates in 2019, and interest rates on government bonds began to decline. Since May, government bond rates have
continued to decline against the backdrop of heightened concerns over the U.S.-China trade negotiations and interest rate cuts by
the Federal Reserve. As for U.S. dollar-denominated corporate bonds, spreads (interest rates on top of government bonds) came
under increasing pressure to narrow against the backdrop of the Fed’s accommodative stance and other factors.)
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(In the U.S. bond market, interest rates on government bonds and corporate bonds declined (bond prices rose). From the beginning
of the period under review, government bond interest rates trended lower due to factors such as C (the U.S. Federal Open Market
Committee’s ) indication that it does not expect to raise interest rates within 2019, etc. From May, government bond interest rates
continued to decline against the backdrop of heightened concerns over U.S.-China trade negotiations and the Federal Reserve Board’s
(US Fed) rate cut. Interest rates on U.S. government bonds continued to decline. In the U.S. dollar-denominated corporate bonds,
spreads (interest rates on top of government bonds) came under increasing pressure to narrow due to the accommodative stance of
the U.S. Federal Reserve Board (U.S. Federal Reserve Board).)
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(In the U.S. bond market, interest rates declined as rising concerns about U.S.-China trade friction, triggered by the announcement
of new U.S. tariffs on China, led to risk aversion. Spreads (interest rates on top of government bonds) narrowedIn the U.S. bond
market, interest rates on government bonds rose as expectations of global economic improvement increased due to improvements
in the U.S. business confidence index and various economic indicators in China. On the other hand, interest rates remained almost
unchanged from the end of the previous month due to factors such as rising expectations of interest rate cuts following comments by
Federal Reserve Chairman Jerome Powell and rising expectations of monetary easing by the European Central Bank (ECB), which
led to a decline in interest rates. In the U.S. bond market, the U.S.-China conflict resurfaced, triggered by the U.S. raising additional
tariffs on China, and government bond interest rates fell due to increased risk aversion. In the U.S. bond market, interest rates fell
due to the downside of U.S. employment and other economic indicators, as well as a significant deterioration in business confidence
in Europe, which raised expectations of a global economic downturn. In this environment, some issues of U.S. dollar-denominated
corporate bonds saw interest rates decline, although spreads widened against the backdrop of investors’ growing risk aversion.)
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