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Abstract— In a reconstruction of the 3D profile in digital 

holographic microscopy technology, there is a tradeoff 

relationship between detailed information of the target and the 

degree of noise depending on how wide the sideband of the 

Fourier domain is windowed. Besides, the conventional filtering 

method may not provide accurate height information because it 

filters using height information of surrounding pixels of the 

pixel to be filtered. For this reason, we propose a new filtering 

method that reduces noise by applying a Gaussian weighted 

windowed sideband in this paper. We compare the proposed 

filtering method with conventional filtering and verify the 

advantages and disadvantages of our method. 
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I. INTRODUCTION  

Optical systems such as human eyes or image sensors can 
detect only the intensity of light, but they cannot detect phase 
information. For this reason, many researchers have used the 
interference characteristics of light to obtain the phase 
information of light. Holography is also one of the 
technologies for obtaining phase information of light by using 
the interference characteristics of light. Since holography was 
proposed in 1948 by Dennis Gabor, it has been researched in 
many branches by researchers [1]. After digital holography 
(DH) was proposed by Joseph Goodman in 1967 [2], the study 
of holography accelerated. Unlike conventional holography, 
which requires the use of special films, DH has the advantage 
of being able to use without significant limitations because it 
can be recorded using an image sensor. This technology is 
applied many research fields such as three-dimensional(3D) 
imaging [3], [4], 3D object recognition [5], 3D image 
encryption [6], [7], and digital holographic microscopy 
(DHM) [8]–[25], etc. Among the mentioned technologies, 
DHM is widely used in applications such as microstructure 
analysis [18]–[20], microbial research [21], [22], and 
diagnosis of diseases using cell analysis [23]–[25] due to the 
advantage of being able to obtain three-dimensional 
information of micro-objects. The image processing of DHM 
basically uses a method of obtaining 3D information of objects 
by using the frequency domain difference between the 
recorded reference image and the object image. In this 
processing, we have to select and window one of the sidebands 

in the Fourier domain to get the 3D information of the micro 
object. However, the frequency component of the sideband 
overlaps with the DC component in the Fourier domain of the 
recorded hologram. Thus, it is impossible to accurately 
window only the frequency component of the sideband. In 
addition, when the windowing range of the sideband is wide, 
the high-frequency is included. That is the detailed shape 
information of the target can be obtained. However, the noise 
of the DC component increases accordingly. On the other 
hand, when the windowing range of the sideband is narrowed, 
the noise due to the DC component is reduced. However, since 
only relatively low frequencies are included, the detailed 
shape information of the target is lost. To solve this tradeoff, 
we propose a normalized 2D Gaussian weighted windowed 
sideband. This is a method of reducing noise from the high-
frequency region by making the windowed sideband with the 
same image size as the originally recorded hologram through 
zero paddings and multiplying the normalized Gaussian 
distribution. The proposed method is the principle of filtering 
by reducing the frequency component of the DC spectrum 
included in the windowed sideband. The conventional 
filtering methods such as Gaussian filter and median filter 
calculate the 3D profile for smoothing by using the value of 
the surrounding pixels of the filtering pixel. Therefore, it 
cannot be said to be accurate height information. In contrast, 
since the proposed method uses filtering in the Fourier 
domain, it can be said that it has more accurate height 
information compared to existing filtering methods. 
Furthermore, since our method filters after windowing the 
widest frequency range, there is also the expected effect that 
it can solve the problem of uncertainty about how wide the 
frequency range should be windowed to avoid noise in the DC 
spectrum.  

This paper is organized as follows. In section 2, we explain 
the principle of the DHM and Gaussian weighted sidebands. 
Then, the experimental setup is described in section 3. We 
show the experimental results and a comparison with the 
conventional filtering method in section 4. In the final section, 
we discuss the effectiveness of our proposed method based on 
the experimental results. 



II. THEORY 

A. Digital Holographic Microscopy (DHM) 

A conventional microscope provides only 2D shape 
information of microstructures. Thus, conventional 
microscopes are not suitable for obtaining 3D information of 
microstructures. Digital holographic microscopy (DHM) is 
proposed to supplement the limitation of the conventional 
microscope. As we mentioned earlier in section 1, DH is a 
technology that uses phase information that cannot be seen by 
using optical devices. DH uses the recorded interference 
pattern by two coherent lights to obtain phase information. 
Two coherent lights are called the reference beam and the 
object beam, respectively. The interference pattern recorded 
by the image sensor is expressed mathematically as follows 
[8], [20]: 

�� = |�|� + |�|� + �∗� + ��∗ (1) 

= �
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where ��  is the intensity of the hologram recorded by the 
image sensor, and |�|� + |
|� term is the DC spectrum of the 
recorded hologram. In addition, this term can be written as 
�
 + ��. R and O are the complex amplitudes of reference and 
object, respectively, and �∗  is the complex conjugate of �.  
Since in the ϕ� − ϕ
 term,  ϕ� and ϕ
 are phase information 
of object beam and reference beam, this term is a phase 
difference between these two beams. Moreover, this term can 
be derived as the following [8], [20]: 

ϕ� − ϕ
 = Δϕ��, �� = 2π
�

� ! −  "�ℎ��, ��, (3) 

where � is the wavelength of two coherent lights, and  ! and 
 " are refractive indices of the target and surrounding media 
of the target, respectively. Besides, ℎ is the height information 
of the target. To get the height information of the target, Eq. 
(3) can be changed as [8]: 

ℎ��, �� = Δϕ��, ��
$ × Δ  (4) 

where $ is the wavenumber. Therefore, by using Eq. (4), we 
can get the height information of the target. In the next section, 
we explain the problem in image processing of DHM and the 
proposed method. 

 

B. DHM using a Gaussian weighted sideband 

 

To obtain Δϕ , we have to window the sideband in the 
Fourier domain of the recorded hologram. 

Fig. 1 shows the problem in the image processing of DHM. 
Fig. 1 (a) shows the process of windowing sidebands in the 

Fourier domain. ±'( of fig. 1 (a) denotes �∗
��������� and 

�
∗���������� in Eq. (2) for each sideband [20]. In fig. 1 (b), 
the windowed sideband has noise from the DC spectrum 
which increases as it approaches the origin in the Fourier 
domain. In this process, a high-frequency component of the 
object is required to obtain the detailed shape. Thus, the wide 
window is required. Furthermore, there is uncertainty for how 
wide sideband should be windowed to avoid noise in the DC 
spectrum. To solve this tradeoff, we propose a normalized 2D 
Gaussian weighted windowed sideband. 

Fig. 2 illustrates the principle of the proposed method. Fig. 
2 (a) and (b) show the zero-padded windowed sideband and 
2D normalized Gaussian distribution, respectively. By 
multiplying the windowed sideband by the normalized 
Gaussian distribution, noise included in the high frequencies 
area can be mitigated. The equation of the 2D Gaussian 
distribution drive as follows: 

*+��, �� = 1
√2πσ �� /0

�10 ∙ 1
√2πσ �� 30

�10  

= 1
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where σ is the standard deviation of the Gaussian distribution. 
Then, *1��, �� is divided by the maximum value of *1��, �� 
for normalization. When σ increases, the effect of the filter 
decreases, and vice versa. 

 

III. EXPERIMENTAL SETUP 

In this paper, we use Mach-Zehnder interferometry to 
make the fringe pattern as narrow as possible. This is because 
the narrow fringe pattern makes the distance between the DC 

 
Fig. 1.  Problem in image processing of DHM (a) windowing 
sidebands the 2D Fourier domain, (b) windowed sideband as red 

dashed square of (a). 

 
Fig. 2. Principle of the proposed method (a) windowed sidebands in the 

2D Fourier domain and (b) 2D normalized Gaussian distribution. 

 
Fig. 3. Experimental setup. (L: lens, P: pinhole, M: mirror, BS: beam 

splitter, OL: objective lens) 



spectrum and the sideband in the Fourier domain far. When 
the distance between each center of the sideband and the DC 
spectrum is far, as possible as wide sideband can be 
windowed. 

Fig. 3 illustrates the experimental setup for the 
demonstration of our proposed method. The setup uses a 
532nm laser diode module (3mW output power). A thin blood 
smear is used as a target. Both the object and the reference 
beams are magnified by a 40×(0.65 NA) objective lens. This 
experiment uses constant refractive indices of red blood cell 
(RBC) ( !) and surrounding medium ( ") with 1.42 and 1.34 
(refractive index of the blood plasma), respectively [23]. Both 
holograms of the reference image and object image are 
recorded by CMOS sensor (Basler, acA2500-14uc, 2590 (H) 
× 1942 (V) pixel resolution) with a pixel size of 2.2 78 (H) × 
2.2 78 (V). The beam splitter in front of the image sensor is 
tilted to make the fringe pattern as dense as the sampling 
criteria allow. 

 

IV. EXPERIMENTAL RESULT 

In this paper, we use a Goldstein phase-unwrapping 
algorithm for 3D profile reconstruction [26]. Authors and 
Affiliations 

Fig. 4 (a) and (b) show the 3D profile when windowed on 
a wide (800×800 pixels) area and a narrow (180×180 pixels) 
area, respectively. In addition, fig. 4 (c) shows the results of 
our proposed method. The applied σ value of the Gaussian 
weight is 130. The result by our proposed method has much 
less noise compared to the result by using the wide windowed 
sideband. However, there is no significant difference from the 
result by using Gaussian filtering (σ = 2) as shown in fig. 4 
(d). Therefore, our method requires numerical comparison 
with Gaussian filtering. In this paper, we use the Signal to 
Noise Ratio (SNR) and Mean Square Error (MSE) to compare 
with the effectiveness of each filtering [27]. The smallest 
windowed sideband (fig.4 (b)) is used as a reference. 

 

 

 

TABLE I.  COMPARISON RESULT OF SNR AND MSE. 

 Unfiltered 
Proposed 

method 

Gaussian 

Filtering 

MSE 0.6090 0.2239 0.2122 

SNR (dB) 20.9978 25.3440 25.5755 

 

Table Ⅰ shows the comparison results of SNR and MSE. 
From Table Ⅰ, we can recognize that the effects of our 
proposed method and the Gaussian filter are similar without 
much difference. The result of the Gaussian filter has a slightly 
better result. We use statistical analysis since we cannot 
determine the effectiveness from only one target comparison. 
We randomly select 25 RBCs and their 3D profile using the 
same filtering process as fig 4. 

In fig. 5, the vertical and horizontal axes are the SNR value 
and the MSE value. Thus, coordinates in fig. 5 represent that 
the upper left is the high signal-low noise and the lower right 
is the low signal-high noise. However, it is difficult to 
compare the values of other points because the three pairs of 
points within the yellow dashed ellipse in fig. 5 are distributed 
over a wide range. These three pairs have a large MSE and 
small SNR because the noise is so great that the shape is 
seriously different with the reference 3D profile. However, 
our proposed method can recognize that these RBCs are also 
filtered and located in the upper left corner. For comparison 
excluding heavy noise cases, points located in the yellow 
dashed ellipse are excluded. Then, we compare them again. 

TABLE II.  COMPARISON RESULTS OF SNR AND MSE BY STATISTICAL 

ANALYSIS. 

 MSE SNR (dB) 

 UF PM GF UF PM GF 

S1 0.4662 0.19141 0.1669 18.5779 22.4438 23.0399 

S2 0.4506 0.1882 0.1624 20.3080 24.1009 24.7392 

⁝ ⁝ ⁝ ⁝ ⁝ ⁝ ⁝ 

S20 0.7665 0.2121 0.2929 18.4308 24.0105 22.6089 

S21 140.5527 0.1197 139.9383 -21.6018 9.0949 -21.5828 

S22 16.8800 0.2928 14.4045 3.5642 21.1720 4.2530 

S23 33.8561 0.1352 33.1663 -13.5398 10.4460 -13.4504 

S24 0.7867 0.2657 0.3367 17.7530 22.4678 21.4391 

S25 0.6090 0.2239 0.2122 20.9978 25.3440 25.5755 

avg 8.1258 0.1977 7.6935 13.9838 20.5933 17.4684 

var 781.6978 0.0023 776.4652 115.0996 30.0237 138.9112 

 

 
Fig. 4. Reconstructed 3D profile using (a) wide windowed sideband, 
(b) narrow windowed sideband, (c) proposed method, and (d) Gaussian 

filter (σ = 2) in (a), respectively. 

 
Fig. 5. Comparison result of randomly selected RBCs on the SNR-

MSE coordinates 



Table Ⅱ shows the comparison result of SNR and MSE by 
statistical analysis, and Table Ⅲ shows a modified version 
without three heavy noise samples.  In Table Ⅱ and Ⅲ, UF is 
unfiltered, PM is our proposed method and GF is the Gaussian 
filtered 3D profile. As a result, our proposed method shows 
the high mean and low variance for both SNR and MSE. The 
low variance indicates the stability of filtering. 

TABLE III.  MODIFIED COMPARISON RESULTS OF SNR AND MSE BY 

STATISTICAL ANALYSIS. 

 MSE SNR (dB) 

 UF PM GF UF PM GF 

S1 0.4662 0.19141 0.1669 18.5779 22.4438 23.0399 

S2 0.4506 0.1882 0.1624 20.3080 24.1009 24.7392 

⁝ ⁝ ⁝ ⁝ ⁝ ⁝ ⁝ 

S20 0.7665 0.2121 0.2929 18.4308 24.0105 22.6089 

Delete samples 

S24 0.7867 0.2657 0.3367 17.7530 22.4678 21.4391 

S25 0.6090 0.2239 0.2122 20.9978 25.3440 25.5755 

avg 0.5389 0.1998 0.2195 17.3260 21.5509 21.2496 

var 0.0247 0.0018 0.0046 22.6954 22.4956 22.8468 

 

Fig. 6 shows Table Ⅲ displayed on SNR-MSE coordinates. 
As shown in fig.6, we can recognize that the Gaussian filter 
results are spread out more than the results of our proposed 
method. Therefore, it is noticed that our proposed method has 
the advantage of stably filtering regardless of the degree of the 
noise of the original hologram. 

 

V. CONCLUSIONS 

In this paper, we have proposed a new filtering method to 
reduce the noise from the DC spectrum in DHM using a 
Gaussian weighted sideband. Then, we have compared our 
proposed method with Gaussian filtering methods. Our 
proposed method has shown strength in terms of stability 
regardless of the degree of the noise of the original hologram. 
Of course, if the σ of the Gaussian filtering changes, the 
filtering effect will be different. However, our proposed 
method can remove the noise while maintaining the detail of 
the target. Thus, we compared with the Gaussian filtering of σ 

which has similar effects to our proposed method. In addition, 
there is no uncertainty for the window size in our proposed 
method because the largest window size that can use the high 
frequency of the sideband can be used. Therefore, our 
proposed method is expected to be used when it is necessary 
to check the tendency of targets through multiple sampling. 
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