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~ Abstract—This paper is concerned with the concept of equilib- a more suited solution is the equilibrium concept introdlice
rium and quality of service (QoS) provisioning in self-confguring by Debreu in [[4] and nowadays known as generalized NE
wireless networks with non-cooperative radio devices (RD) (GNE). In the context of self-configuring networks, a GNE is

In contrast with the Nash equilibrium (NE), where RDs are ; - : 4 .
interested in selfishly maximizing its Qo0S, we present a coppt of & State at which transmitters satisfy their QoS constraints

equilibrium, named satisfaction equilibrium (SE), where RDs are thelf_ performance cannot be |mproved.by unilateral deweti )
interested only in guaranteing a minimum QoS. We provide the (as in the NE). Nonetheless, depending on the QoS metrics
conditions for the existence and the uniqueness of the SE. tex, and network topology, the GNE might not exi&t [1]. In the
in order to p(;ovidehan equilibriufmf?election frarfneworfk for tfhe case where it does, a transmitter always ends up achieving
SE, we introduce the concept of effort or cost of satisfactio, for . . ) . .

instance, in terms of transmit power levels, constellatiosizes, etc. the highest achievable QoS, which is often costly, as men-
Using the idea of effort, the set of efficient SE (ESE) is defite tioned above. In the most general case, one can consider that
At the ESE, transmitters satisfy their minimum QoS incurring in  players aim to exclusively satisfy their constraints iastef

the lowest effort. We prove that contrary to the (generalizel) NE,  considering that players aim to maximize their own utility

at least one ESE always exists whenever the network is able tosubject to a set of constraints. This reasoning leads tchanot

simultaneously support the individual QoS requests. Findy, we g . :
provide a fully decentralized algorithm to allow self-confguring Y€ Of equilibrium concept: any state of a given game where

networks to converge to one of the SE relying only on local @ll players satisfy their own constraints is an equilibrium
information. Recently, Rosset al. [5] have formalized this concept for
a particular type of constraints. Therein, such equiliforiis
. INTRODUCTION called satisfaction equilibrium (SE). In our scenario, & S

In the last decade, game theory has played a central rodpresents any network state where transmitters satigly th
in the analysis of many problems regarding radio resour@»S requirements, independently of their achieved QoS.
allocation and quality of service (QoS) provisioning infsel In this paper, we generalize the idea of SE presented]in [5]
configuring wireless networks, sekl [1[.] [2] and referencesich that it becomes independent of the type of constraints,
therein. These kind of problems can be modeled by noand we present a brief discussion on its existence and unique
cooperative games as long as radio devices (players) aess. Later, for each player, we arbitrarily define a fumctio
tonomously set up their transmission configuration (asfionfrom its set of actions to the interva0, 1]. This function
to selfishly maximize their own QoS level (utility functian) quantifies the effort of the player while using a given action
As a consequence, the concept of equilibrium introduced by this order of ideas, we introduce the concept of efficient
Nash in [3] has been widely used. In the context of selSE (ESE). An ESE is a network state where all players satisfy
configuring networks, a Nash equilibrium (NE) is a networkheir constraints by using the feasible action which rezgithe
state at which radio devices cannot improve their QoS lgwest effort. Assuming that the set of constraints is felasi
unilaterally changing their transmission scheme. At the, NEe., the minimum QoS requirements can be simultaneously
each radio device attains the highest achievable QoS lesapported by the network, we proved that contrary to the
given the transmission schemes of its counterparts. HaweWdE and GNE, at least one ESE always exists if the set of
from a practical point of view, a radio device might beactions is finite, independently of the explicit form of the®)
more interested in guaranteeing a minimum QoS rather thametrics. Similarly, assuming the feasibility of the coasits,
attaining the highest achievable one, due to several reasdhe existence of at least one ESE is also ensured when the set
First, a reliable communication becomes possible only whei actions is compact and the utility function is continuous
certain parameters meet some specific conditions (minimwwer a linear space with finite dimension containing the set
QoS requirement), e.g., minimum signal to interferences plof SE action profiles. Finally, we present an algorithm which
noise ratio (SINR), minimum delay, etc. Second, higher Qc8lows a set of transmitters to achieve an SE using only local
levels often imply higher efforts for the transmitter, e.ginformation in a fully distributed fashion.
higher transmit power levels, more complex signal processi
et?:. Third, increpasing the QoS for onepcomrr?unicgtiocr:g(s)ﬂen”- EXISTING GAME THEORETIC SOLUTIONS FORQOS
decreases the QoS of other communications. This reasoning PROVISIONING IN SELF-CONFIGURING NETWORKS
implies that, in practical terms, the NE concept might fail t As explained in Sec[]l, independently of the network
predict the effective network operating point and therefits topology (multiple access channels (MAC), interferencarch
performance. In the presence of minimum QoS requirementgls (IC), etc.), the QoS provisioning problem in self-
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configuring network can be modeled by a static norsatisfied. We refer to this solution as satisfaction equiliin
cooperative game. Consider a game in normal-fafm= and we define it as follows.

(K ASk}rex - {ur}trerc)- The setK represents the set of Definition 3 (Satisfaction Equilibrium): An action profile
transmitters (players), and for dlle K, the setSy, represents s™ is a satisfaction equilibrium for the game’ =
the set of actions of transmittér, e.g., a power allocation (K, {Sk} e {urtper » {fitrex) if

policy, a modulation scheme, etc. An action profile is a vecto

s = (s1,...,85) € S, whereS = S x ... x Sg. We Vke K, siefo(sh). (2

denote bys_j = (s1,...,8k—1,8k+1,---,5k) € S—j 2 Note that by taking the particular choice for dll € K,
St X oo X 81 X S X ..., Sk, the vector obtained by f,(s_;) = {sp € Sk : ux (g, s_1) > s}, whereT;, is the
dropping off thek-th component of the vectar. With a slight  minimum utility level required by playet:, then, Def.[B
abuse of notation, we can write the vectoss (s, s—¢), in  coincides with the definition of SE provided in [5]. However,
order to emphasize its-th component. For alk € K, the in this paper we will refer to the SE concept as in Déf. 3 for

function u;, : S — R is the utility function of transmitter the sake of generality. Lefsi be the set of SE of the game
k. This function determines how convenient (in the sense gf, Hence,

the QoS) a given actiosy, € Sy, is with respect to the actions
adopted by all the other transmitters;,. Hence, the higher the Ssi 2 {s€S:VkeK, s, € fr(s_p)} CS. (3)
utility the better the action for a given transmitter. Whée t
aim of each transmitter is to selfishly maximize its own tyili Let alsoScnr be the set of GNE of the gang. Then, from
function regardless of the utility obtained by its countetp, Def.[2 and Def[B, it follows that
%ﬁé?/\k/)f network configuration is the NE. An NE is defined as S C Sep C S, 4)

Definition 1 (Pure Nash Equilibriuni[3]): In the gamewhich verifies the intuition that the SE concept is less iestr
G = (K, {Sk}rex  {ur}rexc), an action profiles € S'is @ tive than the GNE concept. In the following, we analyze the
pure NE if it satisfies, for alk € K and for all s}, € S, existence, uniqueness and efficiency issues for the SE in the

ameg’.
up(sk, 5—k) = ur(sg, $_k)- @ ¢ g

When constraints (QoS conditions) are imposed on theiesilitA' EX|sten(_:e and Uniqueness of the Satisfaction quumb”u
that each transmitter obtains in the gagiethe NE is not = The existence of an SE in the gam¢g =
longer a suited solution. In the presence of constrainessét (K. {Sk}rexc» {ur}rex » {frtrex) mainly depends on
of actions each transmitter can take reduces to the set of constraints imposed on the utility function, i.e., the
tions which verifies the individual constraints given théi@ts set of correspondence$fk}k€§. For instance, let the
adopted by the other transmitters. Let us characterize auchorrespondence” : S — 2% be defined as follows:
set of available actions by the correspondeficeS_;, — 25+ F(s) = (f1(s-),-.., fx (s—&)). Then, an SE exists if and
for each transmitterk € K and denote the game withonly if
constraints byg’ = (K, {Sk}kgzc_v{uk}keic ASfrteex)- One JseS:se  F(s). (5)

of the solutions to the gam&’ is known as the generalized, . . - ' :
NE (GNE) [4], which is defined as follows: This formulation allows us to use existing fixed point (FP)

. ; . ; . theorems to provide sufficient conditions for the existeate
Definition 2 (Generalized NE_[4]): An action profile* e . 5
S is a generalized Nash equilibrium (GNE) of the gagie— the SE. For instance, from Kakutani's FP theoréin [6] we can

: ; write the following proposition.
(K ASk e - {unpexc » { fibrexc) if and only if Proposition 4 (Existence of the SE): In the gargé =
Vke K, sp€ fe(st,) and (K, {8k per - {undierc » {fibhexc) let the set of actionss

be a non-empty, convex and compact set. Let also the corre-
Vk € K andVsy, € fx (sjk) (st s ) > sk, s* ). spondenceF(s) have a closed graph and be non-empty and
convex in the set of actiof. Then, the gam¢g’ has at least
Note that the classical definition of NE (Défl. 1) is obtainedne SE.
from Def.[2, when the action set of transmitterc X does Note that in Prop[J4 no conditions (e.g., continuity) are
not depend on the actions of the other transmitters,Vi/es  imposed over the utility functionguy}rexc, to ensure the
K andVs_j € S_x, fr(s—x) = Sk, which means that no existence of the SE. Indeed, from DEf. 3, it can be implied
constraints are imposed on the utilities. In the next sectiathat a necessary and sufficient condition for the existerice o
we introduce a new game solution which is also suited for thg SE is the feasibility of the constraints, i.e., the existe
analysis of QoS provisioning in self-configuring networks. of at least one action profile which simultaneously satisfies
] all the constraints. Note also that the feasibility cormulitis a
. AN EW GAME SOLUTION: SATISFACTION necessary but not a sufficient condition for the existendbef
EQUILIBRIUM GNE, which implies that one can observe games possessing at
Consider now that the players in the gant¢ = leastone SE and no GNE. The converse is not true. This result
(K, {8k} e - {urtrexc - {fr}rex) are exclusively interested implies that, by using the SE concept rather that the GNE
on satisfying its own utility constraint, i.e., a given QoSoncept, any achievable network performance can be fixed as
condition. Here, the idea of satisfaction becomes inteitivthe network operating point depending on the QoS requests
a player is said to be satisfied if it plays an action whicfthe set of functiong fi }rcxc). Interestingly, this flexibility is
satisfies its constraints. Once a player satisfies its iddali not offered neither by the NE nor the GNE but by the SE.
constraints it has no interest in changing its action, and,tan Finally, we underline the fact that the existence of one Sé&sdo
equilibrium is observed if all transmitters are simultangly not necessarily imply its uniqueness. Indeed, it is diffi¢al



provide the conditions to observe a unique SE for a genetral 8efore we continue, we clearly state that not all the propert
of correspondencesf;; }.cxc. However, as we shall see in Secof potential games$[7] hold for the constrained potentiahga.
[VT] the set of SE is often non-unitary and thus, an equilitoriu As we shall see later, the best response dynamics might fail
selection process might be required. In the following seGti to converge to an equilibrium action profile.
we introduce a novel equilibrium selection for the case of SE Note that the effort functionc, in the auxiliary game
G" is arbitrary chosen by each playér € K and it is
IV. EQUILIBRIUM SELECTION: EFFICIENT SATISFACTION  independent of the actions taken by all the other players.
EQUILIBRIUM Hence, following Def[B, it becomes clear that the gagfe

Assume now that the set of SE is non-empty and nol§ a@n exact constrained potential game with potential fonct

unitary. Hence, might a given SE be better than any other K

SE? To answer this question, consider that players caret abou 6 (s) = cx (s1) @)
the cost or effort of using a given action. For instance, gisin ’
a higher transmit power level or using a more complex mod-
ulation scheme (in the sense of the size of the constellatiohthe set of SE[(B) is non-empty. This result leads us to the
might require a higher energy consumption and thus, reduedowing proposition.

the battery life time of the transmitters. Hence, high traits  Proposition 7 (Existence of the ESE): The gargé =
power levels and complex modulations can be considered @S {Sk}cxc > {¢k frexc » {fk b rexc), With Sy a finite set for all
costly actions. If players are able to measure their effeyt k£ € K, cost functions, : S, — [0,1] and a non-empty set
incur when using a specific action, then it becomes natural$gg, always has at least one ESE.

think that players would aim to be satisfied with the minimurithe proof of Propl]7 comes from the fact that by assumption,
effort. Following this reasoning the efficient SE (ESE) ishe domain of optimization if{6) is non-empty. Additionall

k=1

defined as follows. from Def[2 and Def B it becomes clear that the set of solstion
Definition 5 (Efficient SE): Define a function, : S, — of the optimization problem in[{6) is identical to the set of
[0,1] for all & € K and consider the gamg;’ = GNE of the game&;” and, sinceG” is a potential game with

(Ko ASk}rer » {urtrer » {futpex) Forall (k, sy, s)) € K x finite sets of actions it always has at least one equilibrium

S?, the actions/, is said to be more costly that actiosj if in pure strategies (Lemma 2.3 inl [7]). Note that following th
Ck (Si@) > ¢ (si). An action profiles* € S is an ESE if and same argument, we can extend Pfdp. 7 for the case of compact

only if and convex sets of actions. For instance, if forkadt IC, S;. is
compact and convex and the functigpis continuous over a
Vke K, spc€arg min ¢ (sk). (6) finite dimensional linear space containiig, then under these
snEfu(s™y) conditions, at least one ESE always exists.

Then,s* is one of the efficient SE (ESE) of the ga@iie B. Uniqueness of the ESE

,FLOTICD%S’ Itis {'Eﬁhed t??[kihe S)etcg];n%%%sowi?ﬁ t%aeme As in the previous section, here we use the fact that the set
= 5 ke » kek ke

secuon, T
set of GNE of a non-cooperative game in normal-form denot&§ ESE of .tﬂe gar?@ IS |dent||3qal tf? thﬁ set Og GNEhoflthe
by G — (K. {Sk hrer, {ex vkexc. L fi bogexc}, where players 9ameg” with cost functions arbitrarily chosen by each player.

i 7 X 4
aim to minimize their respective cost functiep subject to Hence, since the gam@” is an exact constrained potential

C P ; game, we can state the following proposition.
the set of constraints imposed over their utility functians Proposition 8 (ESE in compact set of actions): The ESE
and represented by the functigi. f the gameG’ — (IC (S} {on) (e} )
An important remark on Defl]5 is that if all players assigﬁ'. h gf ; o 1Ok Skekc s WOk S ke _fk ﬁceic
the same cost to all their actions, then the set of ESE affif? cost functionse, = S — [0, l]d 'Sh unique 1 It fe set
SE are identical. This implies that the interest of an ESE 2 & SIS non-empty, compact, an é € (_p(?tenna) unction
precisely that players can differentiate the costs of plgyine (s) = > yexcc(sk) is continuous and strictly convex over

action or another. Interestingly, the selection of the ESEat 2 I_|I_nhear Sp"’f‘C? ;V'th f|n:cte”d|me}n5|o?€ Cfonﬁ'r?"?glﬂ' -
based on the utilities obtained by the players but rather gpn€ Proof of Profl.s follows from the fact that any minimum

: ; P, the potential functio in the setSsy is a GNE of the game
their cost functions. This is because players are careless® . SE
their achieved utility as long as they are satisfied. (Def.[2). When the sefisi; is compact, any GNE must be
a potential minimizer, and since the potential is strictyeex

A. Existence of an ESE (by assumption) the GNE is unique.
In the case of discrete sets of actions, one can relay on the

_ Ourfirst step to determine the existence of at least one E§gski's Fp theorent[8] to write the following proposition.
in the gameg’ is to show that the auxiliary gam@” is an  proposition 9 (ESE in finite discrete set of actions):

exact constrained potential game. We extend the definition @nsider the potential game G’ _
potential games ir_[7] to exact constrained potential gaases (IC, {Sktrer » {0k brexc {fk}ke/c) with cost potential
follows. function ¢ : s € S — >, ccx(sk) and non-

Definition 6 (Exact Constrained Potential Game): empty set Ssm. Assume that the correspondence
Any game in normal form defined by the-tuple F(s) = (fi(5_x),-.., fx(s_x)) is monotone increasing in
(K. ASk her - {ek buexe  {fi}ex) 18 an exact constrained yhe sense that
potential game (PG) if there exists a functi@rn(s) for all

s € Sgg such that for all players: € K and for any pair of V(s,s') € S? ¢(s) < ¢(s) implies
actions(sy, s},) € {fx (s—x)}", it holds that V(s*,st) e F(s) x F(s), ¢(s*) < 6 (s).

sk, 8—1) — ck(Sks 8—k) = @5k, 5-1) — G(8;, S—k)- Then, the gamé” has a unique ESE.



The proof of Prop ]9 stems from the fact that if the correspoand its probability distribution as follows/n, € Ny,
dencel’ is monotone increasing in the sense discribed above, (t—1) o, >0
its set of fixed point solutions (which is non-empty, Prop. 7 = Thne b= 1), Ukt =Lk 2

p ( pty rﬁb ) Tk,ny (t) { Gk (ﬂkk (t _ 1)) Otherw|se,

is a complete lattice. Thus, there is a unique minimizer ef th
potential functiong.

Here,
C. Determination of the ESE e (k,my, (1)) :ﬂk,nk(t)ﬂk,tbk,t<1{Sk(t>:s§cnk)}fwk,nk(t)>-,
To determine the set of ESE of the gam = \herevk e K, A, = 7 is the learning rate of transmitter

(IC,_{@‘;C},C.E,C Auktrex s {fk}kelc)' one can simply solve the
optimization problem in[(6). However, this will require cem 3) If convergence is not achieved, then return to step (2).
plete information for each player. For instance, a playegfti E is important to remark that transmitters do not changé the
require the knowledge of the set of actions, actions agtuaiction dumbly. Conversely, at each action change, tratersit
being played, and parameters such as channel realizatons g, qate their probability distribution so that higher prottisies
QoS requirements of all the other counterparts. Hence, thig aliocated to the actions which bring higher utilitiesl an
approach might not be practically appealing since traiersit {5 reduces the time of convergence with respect to a
only possess local information. In some particular sc®sari time-invariant uniform probability distribution [12]. Bere

the ESE can be achieved in a fully decentralized fashion Byqyiding a result on the convergence of the SESA, we define
using the best response dynamics (BRD)[1], which in so clipping action as follows
0

cases requires a minimum feedback from the receivers. FObgfinition 10 (Clipping Action): In the game
instance, in interference channels where the utility fiemct 5 _ (IS, {Sk} {u) (o} , a playerk € K is
is the transmission rate, the set of actions is a compagfiq to have zf%ﬁp;ping Actony, if gengonly if

set of power levels and the QoS constraint is a minimum
transmission rate, the BRD might in some cases converge to Vs_p €Sk, Sk € fr(s_k). (8)

an ESE [9][10]. However, in the presence of clipping aCtjonﬁgnce a player plays its clipping action, it remains indif-

which we describe in the next section, then the BRD mig i to th i f all the oth | . it
not necessarily converge. In the next section, we presenfcient (0 the actions of all the other players, since it is
ways satisfied. The existence of clipping actions in thega

general algorithm which is able to converge to any of the S? - : SO
of the gameg’ but not necessarily to an ESE, requiring only/ = (K, {Sk}rexc » {urtrerc » {fitrex) might inhibit the
convergence of the SESA.

the local information. Proposition 11 (Non-convergence of SESA): Assume the
existence of at least one player with a clipping action in

V. ACHIEVING SATISFACTION EQUILIBRIA the gameg = (IC, {Sktrex > {urty Kv{fk}kelc) and

. . . denote it bys, € Sy for player k. Then, if there exists
Now, we focus on the design of decentralized algorithms fgr player j € K \ {k}, for which f, (Sk S_cim) = 0
) ] 12— - ’

allowing self-configuring wireless networks to achieve &ty ,
(not necessarily an ESE) in the case when the QoS constraiggs it strictly positive probability.

ca;]n berr_itteI? agi(s—k) = {l'?k El Sk|: Uk @’ﬁé-éﬁ %F’g The proof of Prop[d1 follows from the fact that at tine
wherel'; is the minimum utility level required by playe. before convergence, the probability of the clipping actign
At most, we assume that a transmitter knows its own set ig StriCtly positive and thus, playelr mlght play it. If so,

actions and is able to periodically observe its own achlev%Q, definition, there exist a player # k which would never
utility. _ be satisfied. Then, the SESA does not converge to any SE.
Let us index the elements of each &, vk € K, With  on the contrary, if none of the players possesses a clipping
the indexn, € Ni = {1,...,|Sk|}, in any particular action, the SESA converges to an SE with probability one.
order. Denote bys\"*) the nj-th action of transmitter. ~This result comes from the fact that in the absence of clippin
Assume that transmittér € K chooses their actions at instan@ctions, there always exists a non-zero probability oftiigi

t > 0 following the discrete probability distribution (t) = all possible action profiles. Once an SE action profile itetsi
(71 (), - - Th 15, (1)), where 7, (f) is the probability none of the players changes its action, and the convergence i

with which transmitterk chooses its actiors,(cn’“) at instant observed.
t. Using this notation, we present the satisfaction equiir VI. CASE STUDY: INTERFERENCECHANNELS

search algorithm (SESA), a slightly modified version of the |, {his section, we considek transmitter-receiver pairs
algorithm presented in [11] (for the case of NE), which aowgjmtaneously transmitting independent information ani-
the convergence to an SE in a fully distributed fashion: jact to mutual interference (interference channel). Thes Qo
1) At time ¢ = 0, all transmittersk & K set up their meyic of each transmittek € {1..., K} is its transmission
initial action s (0), following an arbitrary chosen probability rate (utility function) and its set of actions is the set dfetient
distribution . (0). _ transmit power levels. Each transmitter aims to guarantee a
2) At each timet > 0, each transmittek € K COMPULES minimum transmission rate denoted by for player k. For
bry = =5, Wheredy, is the observed utility and all (j k) € {1,..., K}, let h;, be the channel realization
M, is the highest utility transmittek can achieve (single userfrom transmitterk to receiverj. At each channel use, channel
scenario). Then, it updates its actions as follows coefficients are a realization of a complex circularly syrtnne
Gaussian random variable with zero mean and unit variance.
sut) = sp(t —1) it Upe — T 20 We assume that channels are time-invariant during the whole
k sk(t) ~ i (t) otherwise. transmission duration (e.g. a packet or frame duration). Le

G.ky € S—(5.k}- Then, the SESA does not converge to an
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Fig. 1. Achievable rates and equilibria of tteetransmitter interference Fig. 2. Instantaneous achieved rates of transmittdred) and2 (blue).
channel for a particular channel realization. Average S’Mg& =10dBs, Average SNR”;% = 10 dBs,I" = (0.6,1.2) and N = 32. Channel

I' = (0.6,1.2) and N = 32. Channel realizations in FiEIkZ and FIg. 1 arerealizations in Fig@ and Fi§] 1 are the same.
the same.

VII. CONCLUSIONS

We presented a new framework for QoS provisioning in self-
configuring networks based on the concept of SE and ESE,
both inspired from the game theory domain. The practical
pertinence of these concepts is clearly evidenced here- How
ever, several problems remain to be solved. In the one hand, a
general algorithm for converging to an ESE is still unknown.
In the other hand, as long as the network can satisfy the QoS

alsoz(t) be the transmitted symbols of transmitteat time
t. Here, pi(t) = E (z(t)xx(t)*) < prmax. The received
signal at receivek can be written asy,(t) = hg rai(t) +
Z;;k hy jz;(t) + wy, wherew, is a random variable with
variances? which represents the noise power at receiver
The utility function of transmittek is

pr () k]

up(t) =logy | 1+ 5 % 5 [bps, (9) requirements, our approach provides a solution. Howewer, i
ot Zj;ék ;i ()] the converse case, an approach on mixed strategies can be
and the function f, is defined by fu(s_x) = used to satisfy at least in expectation the QoS requirements

We let these two issues as interesting tracks for furtheksvor

{5k € S 2 ug (s, 1) 2Ty} The set of N> 0 (log- o, applying SE and ESE in self-configuring networks.

spaced) power levels of transmitteris

Sk = {pk = Pk,max (10_ﬁ10g10(]\[)) ,n e {0, .. .7N — 1} . 1
(10
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