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Abstract—Cyclic prefix direct sequence spread spectrum (CP-
DSSS) is a novel waveform that positions itself well as a secondary
network to relieve the congested wireless spectrum. The underly-
ing structure of CP-DSSS allows for efficient and effective multi-
access capabilities through frequency and time division schemes.
The sum-rate capacity of the system is maximized when the
spectrum is divided and allocated to users with the best signal-
to-noise (SNR) ratio for the given channel slice. We propose an
algorithm for dividing and allocating portions of the spectrum
to multiple users with the final goal of maximizing the sum-
rate capacity of the network. We also propose and develop a
precoding/equalization technique that reduces the length of the
channel impulse response. This, when used along with a matched
filter detector, leads to a noticeable improvement in the sum-rate
capacity of the network.

Index Terms—CP-DSSS, cyclic prefix direct sequence spread
spectrum, femtocell, 5G, 6G, LTE, IoT, mMTC, NG-RAN

I. INTRODUCTION

Cyclic prefix direct sequence spread spectrum is a new
waveform that has recently been proposed [1], [2] as a two-tier
waveform to alleviate the congested spectrum in the Internet
of Things (IoT) paradigm. CP-DSSS is a versatile waveform
that provides a variable rate, low interference solution as
a femtocell network waveform to meet key next generation
radio access network (NG-RAN) objectives, such as massive
machine type communications (mMTC) and ultra-reliable low-
latency communications (URLLC). CP-DSSS has also been
shown to achieve similar capacity results when compared
to orthogonal frequency division multiple access (OFDMA)
[3]. Connection density has been identified by 3GPP as a
key performance indicator (KPI) for mMTC use cases with
an expected increase in connection density to 1, 000, 000
connected devices per km2 [4]. With this fore-casted increase
in connected devices, complementing methodologies need to
be explored in order to satisfy the additional demand on the
primary network.

It has been shown that CP-DSSS matches the capacity
of OFDM when using the same precoding methods such as
equal power (EP) and water-filling (WF) [3]. In CP-DSSS,
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all data symbols go through the same channel allowing for
long, capacity-achieving codewords, in contrast to OFDMA,
where distinct codewords are applied to different subcarriers
to allow for variable rate and power allocations. Given that
typical packet lengths in OFDM symbols/frames is limited to
a small number (seven or fourteen in LTE), there will not be
a sufficient codeword length in each sub-carrier channel for
approaching the predicted capacity [3].

In this paper, we propose CP-DSSS as a multi-access
solution to serve the increased number of users. This new
waveform provides the flexibility to be divided between users
along time and frequency resources in a similar manner
to OFDMA methods for the LTE network [5]. The time
synchronization signal employed by the primary network may
also serve the secondary network and facilitate synchronization
among femtocell devices. To service all users in a femtocell,
we propose using a combined frequency division multiple
access (FDMA) and time division multiple access (TDMA)
approach. Each user will be paired with other user(s) that have
complementing spectrum and capacity requirements.

The objective of this paper is to develop an FDMA method
to sub-divide the spectrum between a certain number of users
and show that, for a given time slot, the capacity for multiple
users exceeds that of a single user occupying the full spectrum
in a TDMA scheme. This approach will constrain each user
slice to be a contiguous set of frequency bins, with the ability
to wrap in the base-band channel, and have equal bandwidth
across users in the given time slot. We use a simple, sum
power utility function to allocate the slices of spectrum to
distinct users to maximize the received power across their
respective channels. It follows that this utility function then
maximizes the sum-rate capacity experienced by the end users
in the system. To divide up the spectrum, we utilize a well
established channel truncation method [6], [7] to design a
precoder matrix that reduces the effective channel length,
band-limits a user’s signal, and reduces receiver complexity
in the end user equipment.

This paper is organized as follows. A summary of the CP-
DSSS waveform will be presented in Section II. The FDMA
method, using an exhaustive search approach to allocate spec-
trum to each user with the objective of maximizing the sum-
rate capacity of the system, is developed in Section III. A
channel truncation method with the goal of increasing the sum
rate capacity is presented in Section IV. This algorithm also

Arslan
Highlight

Arslan
Highlight

Arslan
Highlight

Arslan
Highlight



allows for reduced complexity in the receiver and serves to
band-limit each user’s signal to reduce inter-user interference
in the system. Finally, in Section V, we will detail some simu-
lation results that compare CP-DSSS multi-access techniques
in relation to capacity. The concluding remarks of this paper
will be presented in Section VI.

Throughout the paper, the following notations are adhered
to. Scalar variables are denoted by lowercase nonbold letters.
Lowercase bold letters are used to refer to column vectors. Ma-
trices are denoted by upper-case bold letters. The superscripts
‘T’ and ‘H’ denote transpose and Hermitian, respectively.

II. CP-DSSS WAVEFORM SUMMARY

The authors in [1] provided details of the CP-DSSS wave-
form spreading and despreading. A summary of the waveform
behavior is presented here for completeness. The spreading
sequences used by CP-DSSS are from the family of Zadoff-
Chu (ZC) sequences, which have the property of orthogonality
between cyclically shifted versions of the same sequence. Let
the vector z(0) represent a ZC sequence of length N scaled to
unit power (i.e., zH

(0)z(0) = 1), where the subscript references
the size of the cyclic shift. Since each cyclic shift of z(0) is
orthogonal to the other N −1 cyclic shifts, there is a potential
of modulating N symbols, one on each of the cyclically shifted
ZC vectors. We define the spreading matrix Z as

Z =
[
z(0) z(1) . . . z(N−2) z(N−1)

]
. (1)

The corresponding despreading matrix is ZH , since ZHZ =
I; the superscript ‘H’ denotes Hermitian. An important prop-
erty of Z and ZH is that they are circulant matrices, hence,
their multiplication by vectors of length N can be implemented
in a computationally efficient means by using the Fast Fourier
Transform (FFT) and Inverse Fourier Transform (IFFT), re-
sulting in complexity of O(N logN) instead of O(N2).

The transmitted signal is formed by multiplying the spread-
ing matrix by a vector s of N symbols and taking a duplicate
of the last Ncp samples to be transmitted first as a cyclic prefix
(CP). The length of Ncp must be greater than or equal to the
maximum delay spread of the channel in order to preserve the
properties of circular convolution as in OFDM. Accordingly,
after removing the CP at the receiver input, we get the length
N vector

y = HZs+ v (2)

where H is the circulant channel matrix. H is formed by taking
the channel impulse response, h, of length Lh, appending N−
Lh zeros to it to form h(0), and then taking cyclic shifts of
h(0) to create H =

[
h(0) h(1) . . . h(N−2) h(N−1)

]
, as

was done to form Z.
To despread the received signal, y is left multiplied by ZH,

leading to
ỹ = Hs+ ṽ, (3)

where ṽ = ZHv and it has been noted since Z, ZH and H are
circulant matrices, ZHHZ = HZHZ = H. Moreover, since
ZH is a unitary matrix ṽ holds the same statistics as v.

A. Detection/Precoding

In the uplink, the detection of the symbol vector s may be
obtained through pre-multiplication of ỹ by a linear detector
matrix G. That is,

ŝ = GHs+ ṽ′ (4)

where ṽ′ = Gṽ. Since H is a circulant matrix, a choice of
circulant G also turns out to be an effective design. A design
of G is deferred to Section IV. At this point, we simply remind
the reader that a good design of G satisfies the approximate
identity GH ≈ I.

In the downlink, on the other hand, to keep the complexity
of UEs/devices low, instead of adopting a linear detector at the
receiver side, we resort to a precoder at the FGW. To this end,
we note that since H (by waveform construction) and G (by
design) are circulant matrices, GH = HG. Considering this
identity, one may propose that the data vector s be replaced
by the precoded vector Gs, before spreading. This leads to
the despread received signal vector

ỹ = HGs+ ṽ (5)

which in light of the identity GH ≈ I gives an estimate of s
without any further processing.

B. Symbol Rate Reduction

Although capacity is generally maximized when N symbols
are sent per CP-DSSS frame, there are advantages to reducing
the symbol rate. For example, if, for a given SNR, the capacity
calculation shows that the number of bits per symbol is very
low (e.g., ≤ 0.1), then an FEC scheme of high complexity
must be used to encode the data, resulting in higher receiver
complexity. Reducing the symbol rate allows more power to be
transmitted per symbol, while still maintaining the same signal
to noise ratio (SNR). Consequently, higher bit to symbol ratios
can be used that are within the range of today’s FEC schemes
(e.g., 0.2 to 0.83 for 5G NR. [8]). Another reason for reducing
the symbol rate in CP-DSSS is to spread out the symbols, so
that there is less impact from inter-symbol interference (ISI).

As described in [3], symbol rate reduction is accomplished
by forming an expander matrix, EL, which is based on the
symbol reduction factor, L. The form of EL can be described
as an identity matrix of dimension N/L (i.e. IN/L) that has
been up-sampled in the vertical dimension by a factor of L.
In other words, after each row of IN/L, L− 1 rows of zeros
are inserted, resulting in an N ×N/L matrix. When symbol
reduction and precoding are employed (i.e., in the case of
downlink), the received signal takes the form

ỹ = HGELs+ ṽ, (6)

where the s has N/L symbols and each symbol is scaled up
by
√
L.



III. CP-DSSS MULTI-ACCESS SYSTEM MODEL

In the multi-access system model for CP-DSSS operating
in a femtocell environment, we will have a total of M users
sharing the same wide-band spectrum, communicating with
a single base station called femtocell gateway (FGW). The
FGW will serve as the connection to a primary network, such
as LTE. Using a combined FDMA/TDMA approach, a subset
of K users will be communicating with the FGW, through
FDM, in each time division slot. It naturally follows that the
system will need dM/Ke time slots for the TDMA mode to
service all users in a proportional fair manner.

The problem of pairing subsets of K users that will use
the sub-divided spectrum concurrently, is a

(
M
K

)
combinato-

rial problem that grows exponentially in complexity with an
increased number of users. Additional use cases that require
additional quality of service (QoS) considerations, such as,
equal sum-rate capacity or demand based proportional capac-
ity, make this problem a good candidate for machine learning
(ML) and artificial intelligence (AI). Deriving optimal solu-
tions will become very expensive as the number of connected
devices grow, so sub-optimal, but tractable, solutions for
embedded platforms is desirable. These additional constraints
will be addressed in our future research.

This paper details an exhaustive search approach for allo-
cating spectrum to K users, utilizing the same TDMA slot,
by developing a cost function to look at each respective user’s
channel and allocate portions of spectrum that maximizes the
received sum-power of all users at the FGW, in the uplink case,
and at the end user equipment (UE), in the downlink case.
The end objective of this cost function is to find an optimal
frequency division among users, under certain constraints, that
maximizes the overall sum-rate capacity of the system. We
follow the frequency allocation scheme shown in Fig. 1, where
the wideband channel is allocated to K users in contiguous
portions of spectrum with the ability to wrap in the base-band
channel.

Mathematically, the cost function for optimizing channel
allocation for each user is formulated as:

argmax
`,κ

∑
k

∑
n∈S(`)

κ

|Hk(n)|2

subject to

|S(`)
1 | = |S

(`)
2 | = ... = |S(`)

K |
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S
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(`)
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In (7), k is the user index, n is the frequency bin index, S(`)
κ

indicates the set of frequency bin indices that are allocated
to user κ, and κ is searched over all user indices of the set
{1, 2, · · · ,K}. Also, in (7), |S(`)

κ | indicates the cardinality
of S(`)

κ . The specific objective of this optimization equation
is to find the correct permutation of users κ and frequency
offset ` that gives the maximum power received at the FGW,
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Fig. 1. Baseband channel allocation method where K is the number of users,
N is the number of frequency bins in the wideband spectrum (equivalent to
sub-carriers in OFDM), Sk is the set of frequency bins allocated to user k,
and ` is the frequency offset of the system to allow for maximum received
power.

in the uplink case, or at the end UEs, in the downlink case,
through the combined frequency divided channels, under the
constraints specified.

The constraints for the optimization equation in (7) facil-
itate the precoder design that will be discussed in Section
IV. The first constraint states that each user is granted an
equivalent number of frequency resources, S(`)

k . The second
constraint limits the frequency offset allowed for the combined
channel slices. It follows that a frequency shift/offset greater
than bN/Kc would simply be a different permutation in
κ. Additionally, the frequency offset ` is a system wide
optimization, indicating that each user employs the same shift
to maximize their channel state. The third constraint says
that frequency resources must be mutually exclusive among
users. Our future research will look into the possibilities
of widening the transition bands and allow some frequency
reuse to take advantage of the robust inter-user interference
mitigation provided by the CP-DSSS structure. The fourth
constraint states that each set of frequency resources granted
to a user must be in a contiguous set. This constraint reduces
the complexity of filter design while consideration for non-
contiguous frequency assignments, to further the optimization
of the wireless channel, will be considered at later date.

The exhaustive search method detailed in (7) iterates over
all permutations in the set of K users and looks at the channel
state information of each user’s spectrum, and finds the sub-
channel allocation for the best permutation of users, along with
the frequency offset, that gives the maximum power received.
Once the users bands are selected, a set of precoders that band-
limit the signals of different users should be designed. This is
the subject of the next section.

IV. EQUALIZER DESIGN, DETECTION, AND PRECODING

To employ the FDMA scheme, we need a filter design
to separate the users into their allotted slice of the wireless
channel. The brick wall filter, also known as an equal power
filter, is a good first choice as it has a flat pass-band and
ideal roll-off. The drawback of the brick wall filter is that it
extends the length of the channel due to the steep roll-off of
the transition bands, and as a result, introduces additional ISI
into the system, thus limiting the overall sum-rate capacity.
This drawback can be resolved through a channel truncation
design that is introduced here.



The channel truncation involves optimizing the coefficients
of a linear equalizer, for a given channel, so that when it is
applied to a transmitted/received signal, the effective impulse
response of the system is reduced in length (memory). The
original motivation of this equalizer design was to reduce
the complexity of iterative decoding methods that become
exponentially complex with increased length of the channel
[6]. Additional methods have built on this original idea by
reducing the computational complexity of finding the optimum
equalizer coefficients through iterative algorithms [7].

In this paper, we propose a design strategy that constructs
the detector/precoder matrix G as the multiplication of an
equalizer matrix Ge and a matched filter matrix DH whose
details are given in the sequel.

The equalizer matrix Ge is a circulant matrix, that when
multiplied by the channel matrix H, the result is a cir-
culant matrix corresponding to an effective channel which
is truncated to a specific length. Mathematically, this may
be represented by saying that GeH ≈ D where D is a
circulant matrix in which only the first L elements of its
first column are non-zero. At the same time, Ge is designed
to concentrate on the specific band that belongs to each
UE. To accomplish this goal, we add two terms to the cost
function, originally suggested in [6], to minimize the stop-
band frequencies and to flatten the response in the pass-band.
The cost function that we propose for deriving the equalizer
coefficients {ge(n); n = 0, 1, · · · , N − 1} (the first column
of Ge) and the desired impulse response of the truncated
channel {d(n); n = 0, 1, · · · } (the non-zero elements of the
first column of D) is

J =
∑
n∈ψ

|e(n)|2 + γ
∑
fi∈ϕ

|Ge(fi)|2 + α
∑
fi∈ζ

|Ge(fi)|2 (8)

where e(n) = ge(n) ∗ h(n)− d(n), the frequency response of
the equalizer is defined as

Ge(f) =
∑
n

ge(n)e
−j2πfn (9)

ψ = [0 1 · · · N −1]T, ϕ is a set of frequencies in the desired
stop-band, ζ is a sub-set of frequencies at the center of the
pass-band, and γ and α are scaling factors for the stop-band
and pass-band frequencies, respectively. Scaling factors are
used in the minimization function to proportionally remove
energy from the corresponding frequency bins. The scaling
factor α allows us to flatten the pass-band and decrease the
width of the transition-band. When α = 0, the eigenfilter
design allows for wide transition bands, and thus provides
poor response at the edges of the pass-band. This reduces
the obtained transmission capacity. We want to approximate
the brick wall filter while minimizing the amount of ISI
introduced. To this end, we apply an α � γ, which acts to
flatten the response in the pass-band. The precoder coefficients
and desired response are determined through minimizing J . To
prevent the trivial solution of ge(n) = d(n) = 0, we apply the
constraint

∑
n|d(n)|2 = 1.

To facilitate the derivations, we define the following:

e = Hge − d (10)

where ge and d are the first columns of Ge and D, re-
spectively. To further simplify the notation, we define the

composite matrix C ,

H
Fϕ
Fζ

 while extending the desired

response d by appending extra zeros so the dimensions will
be compatible for matrix operations. The matrices Fϕ and
Fζ contain the relevant Fourier coefficients in (9). With these
definitions, one finds that the cost function J may be written
in the compact form

J = eH
cec (11)

where ec = Cge − d.
We note that the minimization of J is a least-squares

problem that can be solved by applying the principle of
orthogonality (see Section 3.3 in [9]), so that CHec = 0. This
leads to the well known Weiner-Hopf equation

(CHC)ge,opt = CHd. (12)

We further note that the desired truncated response d may
take non-zero values for a subset of its elements, to keep
the equalized/precoded channel to the desired length. Let d′

denote the vector whose elements are non-zero elements in d,
and C′ be the matrix with the corresponding subset of rows
of C that correspond to d′. This leads to

ge,opt = (CHC)−1(C′)Hd′ (13)

For g = ge,opt,
J(ge,opt) = (d′)HQd′ (14)

where Q = I−C′(CHC)-1(C′)H. With the constraint∑
n|d(n)|2 = (d′)Hd′ = 1, it follows that J(ge,opt) is

minimized when d′ is selected to be the eigenvector attached
to the minimum eigenvalue of the matrix Q [6].

Next, consider the case where the symbol rate reduction
method discussed in Section II-B has been applied and Ge

and D are optimized and the same symbol reduction fac-
tor/truncated channel length L has been used.

In the case of uplink, the received signal at FGW, after
despreading, finds the form of

ỹ = HELs+ ṽ. (15)

Here, a linear detector that may be applied to ỹ to extract an
estimate of s is defined as

ŝ = EH
LGỹ = EH

LGHELs+ ṽ′ (16)

where G = DHGe. In (16), given the construction of the
matrix G, one can show that EH

LGHEL ≈ I and, hence,
argue that (16) gives a good estimate of s.

In the case of downlink, on the other hand, following the
same logic as in Section II-A, the transmit signal is GELs
and the channel premultiply this by H. When a number of
UEs use the same channel in an FDMA manner, each UE has



to extract the portion of the transmission band that belongs
to it. This is done by taking the FFT of the received signal,
masking the frequency components that belong to other UEs,
and converting the result back to time domain through an IFFT.
This filtered result is premultiplied by EH

L , which is simply a
decimation process, to obtain an estimate of the respective data
symbols.

V. RESULTS

In this section, we present simulation results to show the
performance of the proposed channel allocation and precoder
design algorithms. We compare the sum-rate capacity of the
system for a single TDMA user over the whole band, with
4x transmit power, and the proposed FDMA scheme with 4
users, transmitting at 1x power, with and without truncation.
The analysis is performed in the SNR range that would be
allotted to a secondary network. We average the results over
1000 channel realizations for each user. Due to the limited
space we only present the results of an uplink case.

In all simulations, we use a randomly generated, tapped-
delay line (TDL) channel with power delay profile model A,
with a delay rms spread of 30 ns [10]. We use N = 2048, a
desired channel length and symbol reduction factor L = 16.
Fig. 2 presents the capacity simulation results for 3 scenarios;
(1) A TDMA user that is allowed to use the full time slot
and bandwidth resources. We allow the user to transmit at
4x power for equivalent comparison to the FDMA scheme.
(2) FDMA with a brick wall filter, and (3) FDMA with the
proposed precoder design for channel truncation. The propose
precoder design performs about 15% better than the brick wall
filter. It is also seen that the FDMA scheme performs better
than the single user TDMA scheme by a factor of 1.97 at −20
dB SNR and a factor of 3.16 at 0 dB SNR.

Next, we make an attempt to explain why FDMA outper-
forms TDMA by a significant margin, particularly as SNR
increases. Among other reasons, in order to allow the use of a
simple matched filter detector, here, we have chosen to keep
data symbols sufficiently apart from each other; L = 16 in the
example given here. This choice of L has been dictated by the
duration of the channel impulse response. We may further note
that this duration relates to the time spreading of the channel
and, thus, is minimally affected by the transmission bandwidth.
Consequently, the same value of L is used in both cases of
TDMA and FDMA. As a result, one may note that within
one CP-DSSS frame, while the TDMA scheme transmits N/L
data symbols, the four users in the FDMA scheme collectively
transmit 4 times more symbols. It may thus be concluded that
at high SNR, FDMA may offer four times more capacity than
TDMA. The plots in Fig. 2 clearly shows this trend of the
results.

VI. CONCLUSION

In this paper, we presented the multi-access capabilities of
the CP-DSSS waveform. The characteristics of the CP-DSSS
waveform, such as variable rate and power distribution, pro-
vide significant advantages when used in a FDMA mode. The

Fig. 2. Comparison of the sum-rate capacity results.

channel allocation scheme presented finds the optimal slices
of spectrum for each user, to maximize the sum-rate capacity
of the system. The proposed truncation method derives the
optimal detector/precoder coefficients for a band-limiting filter
while simultaneously reducing the effective channel length.
The presented simulation results showed a significant gain in
the sum-rate capacity of the network.
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