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Abstract

We present a surprisingly simple and efficient method
for self-supervision of 3D backbone on automotive Lidar
point clouds. We design a contrastive loss between features
of Lidar scans captured in the same scene. Several such
approaches have been proposed in the literature from Point-
Constrast [40], which uses a contrast at the level of points, to
the state-of-the-art TARL [30], which uses a contrast at the
level of segments, roughly corresponding to objects. While
the former enjoys a great simplicity of implementation, it
is surpassed by the latter, which however requires a costly
pre-processing. In BEVContrast, we define our contrast at
the level of 2D cells in the Bird’s Eye View plane. Result-
ing cell-level representations offer a good trade-off between
the point-level representations exploited in PointContrast
and segment-level representations exploited in TARL: we
retain the simplicity of PointContrast (cell representations
are cheap to compute) while surpassing the performance of
TARL in downstream semantic segmentation. The code is
available at github.com/valeoai/BEV Contrast

1. Introduction

Lidar point cloud processing has recently received a great
deal of attention, in particular because of its applicability
in the field of autonomous driving. However, annotating
a single Lidar point cloud for training a deep architecture
can take multiple hours [2], while deep networks in safety-
critical autonomous cars will require training on many scans
of very diverse scenes, multiplying the need for such anno-
tations. An attractive solution is self-supervised learning,
which has been shown to reduce the need for labeled data
by pre-training a model on a pretext task requiring no la-
bel [6, 14, 25, 35]. Urban scenes are especially suitable for
this kind of pre-training, as the cost of obtaining data is only
a fraction of the cost of annotating it.

Self-supervised methods based on a contrastive loss are
among the best performing approaches. They are constructed
on the following principle: deep representations extracted
from two views (i.e., two scans) of a scene with sufficient

overlap should be identical. PointContrast [40] uses this
principle at the point level, while SegContrast [29] and
TARL [30] use it at the level of segments that roughly cor-
respond to objects. After identifying pairs of corresponding
points or segments, the contrastive loss forces (i) the rep-
resentations in each pair to be as similar as possible while
(i1) keeping representations in two different pairs as dissim-
ilar as possible. An illustration of the application of this
contrastive principle at the point and segment levels is avail-
able in Figure 1.

The advantage of considering point-level representations
as in PointContrast is the simplicity of the method: these
representations are readily available at the output of the 3D
backbone. Experiments nevertheless show that point-level
representations do not generalize as well as segment-level
representations to semantic downstream tasks [29, 30]. Un-
fortunately, the latter require a complex segmentation step as
pre-processing, with the addition of several hyperparameters
to tune. For example, TARL requires temporal aggregation
of multiple scans, careful road plane detection to remove
ground points, and point clustering on the remaining points
to create point cloud segments to contrast.

In this work, we propose to contrast features at the level
of 2D cells of a grid on the Bird’s Eye View (BEV) plane.
The feature of a cell is here defined as the average of the
features of the points projecting into that cell. We call the
resulting method BEVContrast. It is motivated by the fact
that objects in urban scenes are naturally well separated in
the BEV plane. Therefore, locally averaging point features
in this plane permits us to obtain cell-level features, which
are a good trade-off between point-level representations,
and segment-level representations. The high-level principle
of BEVContrast is illustrated in Figure 1. It retains the
simplicity of PointContrast (the projection in BEV and local
average pooling in each BEV cell being cheap to compute)
while experiments show that it competes with the best self-
supervised methods such as TARL, despite the fact that we
do not treat dynamic objects explicitly.

Our contributions are the following. First, we propose a
novel self-supervised method for Lidar point clouds that re-
tains the simplicity of PointContrast while surpassing all con-
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Figure 1. Comparison of several self-supervised contrastive methods with BEVContrast. SegContrast [29] and TARL [30] learn powerful
representations by contrasting features at the level of segments obtained thanks to a careful and costly pre-processing. PointContrast [40] is
simpler as it requires no pre-processing and directly contrasts representations at the point level, but experiments show that these point-level
representations are not as powerful as segment-level representations. BEVContrast preserves the simplicity of PointContrast by extracting
cell-level representations in BEV. These representations are cheap to compute, require no pre-processing and perform better than SegContrast
and TARL for downstream semantic segmentation. (¢ and © represent positive and negative contrastive losses respectively; ¢1 and ¢ stand

for two different time steps.)

current self-supervised methods for downstream semantic
segmentation, including non-contrastive methods too, such
as ALSO [3]. Second, we show that projecting and pooling
features in bird’s eye views is surprisingly more effective
than pooling features over segments extracted with complex
methods. Finally, as BEVContrast works in bird’s eye views,
it can be applied out of the box to pre-train backbones for 3D
object detection such as SECOND [41] or PVRCNN [36],
with which we achieve competing results compared to the
state-of-the-art.

2. Related work

Self-supervision consists in learning representations by cre-
ating a pretext task from the data itself without the need of
any annotations. The goal is to obtain good representations
that generalize well to many downstream tasks where lim-
ited annotations are available. In this section, we provide
an overview of self-supervised training methods working on
images, point clouds, or both modalities.

Self-supervision on images. Early self-supervised methods
defined pretext tasks such as predicting by which amount
an image was rotated [12] or solving a jigsaw puzzle [28].
Today, the most successful class of self-supervised methods
either leverage discriminative tasks [5—7, 13—15] in which a
network is trained to extract representations that are invariant
to augmentations or a masked image modeling task [1, 16]
in which the network is trained to reconstruct image parts
hidden from the network input.

Self-supervision on point clouds. The advances on self-
supervision on point clouds followed closely the improve-
ments made on images. Early self-supervised methods were
using pretext tasks such as predicting transformation ap-
plied on the point cloud or reconstructing parts of the point

cloud [33, 34]. These methods were applied on dense scans
of single objects.

The advent of discriminative based methods permitted the
development of efficient self-supervised methods working on
entire indoor or outdoor scenes. PointContrast [40], Depth-
Contrast [46] and STRL [18] were the among the first such
methods. Concerning methods targetting specifically auto-
motive Lidar data, ProposalContrast [43], SegContrast [29]
and TARL [30] construct a discriminative tasks by pooling
features at the level of segments that roughly correspond to
objects. The three methods first filter out ground points, e.g.,
using RANSAC [9] for SegConstant or Patchwork [21] for
TARL, and then extract segments either as a spherical re-
gion [43] or using HDBSCAN [26]. In addition, TARL lever-
ages the temporal dimension and aggregates multiple scans
to generate temporally-consistent segments. The temporal
axis is also used in STSSL [39], which combines point-level
contrastive learning within each segment and segment-level
contrastive learning between frames. In contrast, our method
shows that simply projecting and pooling features in BEV is
surprisingly more effective than pooling over such segments.

Finally, reconstruction-based methods are also successful
for self-supervision on point clouds. Masked image model-
ing tasks have also been adapted to point clouds data. Some
methods reconstruct points coordinates using the Chamfer
distance [17, 32, 42, 45], other predict voxel occupancy [27],
or predict point-patch token from a codebook [10, 44]. Re-
cently, ALSO [3] proposes to use unsupervised surface recon-
struction as a pretext task to train 3D backbones on automo-
tive Lidar point clouds. Using the knowledge of occupancy
before and after an observed 3D point along a Lidar line of
sight, it learns to construct an implicit occupancy function
and, incidentally, good point features. Although it does not
exploit contrast, it reaches high performance on downstream
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Figure 2. Overview of BEVContrast. Two point cloud views of the same scenes are encoded and projected on the BEV plane. One BEV is
aligned to the other’s coordinate frame by affine transformation and interpolation, and a loss constrasts the features in both BEV views.

semantic segmentation and object detection.

Multi-modal self-supervision. Another line of work lever-
ages synchronized and calibrated cameras and Lidar to pre-
train a 3D backbone [19, 22, 24, 35]. The underlying idea
is to find pairs of corresponding points and pixels and en-
sure that the associated point and pixel representations are
as close as possible. We note that the image backbone has
to be pre-trained on an external dataset, e.g., ImageNet [8],
for [22, 24, 35]. While these methods can obtain impressive
results, the use of another modality as well as an external
image dataset makes them not comparable to our method.

3. Method

Our method (BEVContrast) is designed to pre-train a 3D
backbone fy(-) from Lidar scans without any annotations,
where 6 represents the learnable parameters. We describe
below the method for 3D segmentation backbones, i.e.,
when fp(-) takes as input a point cloud P and outputs a
D-dimensional feature vector for each point. We denote
the feature vector for the i*" point in P by fo(P); € RP.
However, the method is also usable for 3D object detection
with minor modifications, as described in Section 3.4.

3.1. Pre-training Data

BEVContrast requires pairs of partially overlapping Lidar
scans (P, P’) captured in a same scene but from different
viewpoints. Typically, these point clouds will be captured at
different instants separated by a few seconds Agjy,e. Each
point of P or P’ is described by a 4-dimensional vector con-
taining its 3D Cartesian xyz-coordinates and the measured
return intensity (reflectance).

We also need the 3D rotation matrix R € R3*3 and 3D
translation vector ¢ € R? that register P’ to P. R and ¢ can
be computed from the absolute or relative poses of the Lidar,
which are usually available in autonomous driving datasets.

3.2. BEV pooling

As discussed in the introduction, PointContrast enjoys a
great simplicity of implementation by working directly on
point-level representations. However, these learned represen-
tations do not rival with segment-level representations such
as those in SegContrast and TARL [29, 30]. Yet, the higher
performance of SegContrast and TARL, compared to Point-
Contrast, comes at the cost of an expensive pre-processing
that requires extra hyperparameters to tune.

In this work, instead of pooling point representations over
expensive-to-get segments, we propose to project features
on the BEV plane and locally pool features over 2D cells of
a grid defined on this plane. We show in the next section that
this simple and fast-to-compute pooling mechanism is key
to reach state-of-the-art results.

Our pooling mechanism is constructed on the fact that
most of the objects in a Lidar scan are naturally well sep-
arated in the BEV plane. We thus propose to project the
points in P in the BEV plane of height z = 0, divide
this plane in regular cells of size b x b, and average the
representations in fy(P) of points falling in a same BEV
cell. Thanks to this process, and for a reasonable cell
size b, each BEV cell feature describes an object or parts
of an object with little “contamination” from neighboring
objects. These cell-level features are thus a good proxy
for object-level representations. Mathematically, we denote
these BEV representations B = g(fy(P), P) € RM*MxD
and B’ = g(fo(P), P") € RMXMXD ‘where M x M is the
number of BEV cells, and g(-, -) represents the projection
into BEV and average pooling step. Cells with no point
projected into them are filled with null features.

3.3. Contrastive loss

We construct our self-supervised contrastive loss directly on
the BEV representations. The first step is to align the BEV



representations 13 and B’ to put cells in correspondences. In
practice, we exploit the information contained in R and ¢ to
compute a 2D affine transformation which we use to register
B’ onto B thanks to a bilinear interpolation. We denote by
B’ the feature map B’ transformed into the same BEV grid
as B. We provide the details about this affine transformation
in the supplementary material, and a study of alternative
registration methods in Table 6.

We pre-train fy(-) using a discriminative task at the level
of BEV cells. Let us denote B{ € RP and B,, € R? the
D-dimensional representations extracted from B’ and B in
the I*" and m*® BEV cells, respectively. Our loss enforces
BEV representations B; and l”;’f falling into the same cell [ to
be identical, while keeping BEV representations 3,,, and l’;’l’
falling in two different cells [ and m as different as possible.
Concretely, we sample at random a set N of non-empty BEV
cells and minimize

exp (Bl’ . Bl/T)
L(0) == log -
& [ See (81 5.7)
where 7 > 0 is a temperature hyperparameter and - denotes

the scalar product in R”. Note that the BEV cell features
are ¢s-normalized before computing the above loss.

)

3.4. Adaptation to 3D detection

Note that BEVContrast can be applied out of the box to
pre-train popular object detection backbones such as those
used in SECOND [41] or PVRCNN [36]. Indeed, these
backbones output, by design, features in a BEV plane grid,
hence, we do not need to apply any projection. In this case,
the BEV pooling and choice of b is omitted as it is taken
care of by the backbone, while the affine transformation
parameters are obtained as above.

4. Experiments

In this section, we compare BEVContrast to state-of-the-art
methods for self-supervision. We compare the performance
of these methods using two downstream tasks: semantic seg-
mentation in Section 4.2 and object detection in Section 4.3.
Then, we study the sensitivity of BEVContrast to its hy-
perparameters in Section 4.4. We conclude in Section 4.5
with a discussion about the advantages and disadvantages of
BEVContrast and the concurrent methods.

4.1. Datasets

nuScenes (NS) [4] contains 700 and 150 scenes for training
and validation, acquired in Boston and Singapore with a 32-
beam Lidar. For a fair comparison with the related work, we
pre-train our network using 600 training scenes and exploit
the remaining 100 training scenes to tune all hyperparam-
eters. The performance of all methods are compared on

the official validation set of nuScenes, which thus plays the
role of the test set. Note that nuScenes sequences contain
unannotated scans that could be used for self-supervision:
scans are captured at 20 Hz but in fact only annotated at
2Hz. However, to maintain comparability with previous
work, even during pre-training, we only use the scans that
are annotated, although we ignore the annotations. The pre-
trained backbones are then fine-tuned on different subsets
of the training scenes. One can refer to [3, 24, 35] for more
details about this protocol, which we follow exactly.

SemanticKITTI (SK) [2] contains 10 training sequences
and 1 validation sequence captured with a 64-beam Lidar in
various environments in the vicinity of Karlsruhe in Germany.
We exploit the full training set for pre-training and the partial
training sets defined in [29] for the downstream tasks.

SemanticPOSS (SP) [31] is composed of 6 sequences cap-
tured on the campus of the Peking University with a 40-beam
Lidar and annotated with a subset of the labels classes of
SemanticKITTI. We use this dataset in Section 4.5 to test
the capacity of self-supervised pre-trained backbones in gen-
eralizing to different Lidars. We fine-tune the pre-trained
backbones using the partial training sets used in [3] and
evaluate the performance on the official validation set.

KITTI 3D Detection (K) [11] consists in 7.5k Lidar frames
split into a training set and a validation set. The annotations
are 3D bounding boxes around cars, bicyclists and pedestri-
ans. Unlike the previously described datasets, KITTI3D does
not contain any information that allows one to reconstruct a
temporal sequence of scans. This prevents us to pre-train any
backbone on this dataset, but we can use it for downstream
object detection.

4.2. Semantic segmentation

In this section, we pre-train 3D backbones for semantic
segmentation on either nuScenes or SemanticKITTI, and
evaluate the quality of the pre-training by downstream fine-
tuning on subsets of nuScenes or SemanticKITTI. Each of
these subsets contains either 0.1%, 1%, 10%, 50% or 100%
of the annotated training data. All self-supervised pre-trained
backbones are fine-tuned using the protocol of [3]. For
methods not already evaluated in [3], we obtained the pre-
trained backbones directly from the authors and run the
fine-tuning experiments ourselves.

3D backbones. We follow the common practice in the
literature (see, e.g., [3]) and pre-train a ResUNet18 on Se-
manticKITTI and a ResUNet34 on nuScenes.

BEVContrast pre-training protocol. We pre-train the
backbones with BEVContrast for 50 epochs with a batch
size of 10, split across two A100-40GB GPUs for Se-
manticKITTI and a batch size of 24 on a single A100 for



Dataset Method | 0.1% 1% 10% 50% 100%
No pre-training 216 +o05 | 350 +03 | 573 +04 | 69.0 02 | 71.2  +02
PointContrast? [40] 27.1 +0.5 37.0  +05 589 +02 | 694  +03 71.1 +0.2
nuScenes DepthContrast{[46] 21.7 +0.3 346  +05 574  +05 69.2  +03 712 +02
ALSO [3] 26.2 +05 | 374 403 | 59.0 404 | 69.8 +02 | 71.8 +02
BEVContrast (ours) 266  +05 | 379 +04 | 59.0 406 | 705 +02 | 722 0.1
No pre-training 300 +o02 | 462 +o06 | 576 +09 | 61.8 404 | 627 403
PointContrast¥ [40] 324  +05 479 405 59.7 +0.5 62.7 +0.3 63.4  +04
SegContrast [29] 323  +03 | 489 03 | 587 405 | 62.1 < +04 | 623 404
. DepthContrastf [46] | 32.5 404 | 490 404 | 603 405 | 629 405 | 639 404
SemanticKITTL g rgq; 130 320 404 | 494 411 | 600 406 | 629 +07 | 633 403
ALSO [3] 350  +o0.1 50.0 +o04 | 60.5 +0.1 63.4  +05 63.6  +05
TARL [30] 379  +04 | 525 +0.5 61.2 +03 63.4 +02 | 63.7 +03
BEVContrast (ours) 39.7 +0.9 53.8 +10 | 614 +04 | 634 406 | 64.1 +0.4

1 as reimplemented by ALSO [3] 1 as reimplemented by SegContrast [29]
Table 1. Semantic segmentation fine-tuning results on nuScenes and SemanticKITTI using different subsets of the corresponding
training set for fune-tuning (from 0.1% to 100%). The 3D backbones are pre-trained and fine-tuned on the same datasets. A single
pre-training is used for each line, and details about pre-training data are given in Section 4.1. We report the average and standard deviation
of the mloU% over 5 different fine-tunings. Individual classwise fine-tuning results are in the supplementary material.
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Figure 3. Semantic segmentation visualizations on SemanticKITTT after pre-training on the full training dataset and fine-tuning using 1%

of the annotated data. , , , drivable surf. } s , ,

nuScenes. The pre-training uses the full training set of Se-
manticKITTI, and 600 training scenes out of the 700 avail-
able for nuScenes (see [3] for details). We use AdamW
[23] with a learning rate of 0.001, a weight decay of 0.001,
N = 4096 samples in the loss, a temperature hyperparame-
ter 7 of 0.07 as in [15, 40] and a cosine annealing scheduler.
The hyperparameters b and Ay;,e have been set to 30 cm
and 1 s on nuScenes and 20 cm and 0.7 s on SemanticKITTI.
We limit the size M of the BEV to 512 for SemanticKITTI
and 256 for nuScenes.

Fine-tuning protocol. After pre-training, the backbones are

fine-tuned for semantic segmentation on different subsets
of SemanticKITTI or nuScenes. We use the fine-tuning
hyperparameters and splits defined in [3]. Specifically, we
use a batch size of 8 for nuScenes, and 2 for SemanticKITTI.
We compute the per-point final score by setting each point’s
prediction as the voxel prediction it fall in. For each pre-
trained model and each subset, we perform 5 independent
fine-tunings and report the average and standard deviation
of the mIoU over these runs.

Other details. All experiments on SemanticKITTI (pre-
training and fine-tuning) in [3, 29, 30] are done by filtering



Method | Data. | Cars Ped. Cycl. | mAP  Diff.
SECOND - R40 metric

No pre-training - 81.5 48.8 657 | 654
ALSO [3] NS | 81.8 542 682 | 68.1 +2.7

BEVContrast (ours) | NS | 814 519 69.3 | 67.6 +2.2
SECOND - R;; metric

No pre-training - 78.6 53.0 672 | 66.3
Voxel-MAE [27] K | 789 531 68.1 | 667 +0.4
ALSO [3] NS | 787 552 68.1 | 67.3 +1.0

BEVContrast (ours) | NS | 783 528 693 | 66.8 +0.5
PV-RCNN - R4 metric

No pre-training - 84.5 57.1 70.1 | 70.6

STRL [18] K |[847 578 719 | 715 +0.9
GCC-3D [20] NS - - - 70.8 +0.2
GCC-3D [20] - - - 713  +0.7
PointCont. [40] W | 842 577 727 | 711.6 +1.0
Prop.Cont. [43] W | 847 604 737 | 729 +23
ALSO [3] NS | 849 578 750 | 725 +1.9

BEVContrast (ours) | NS | 84.8 573 742 | 72.1 +1.5
PV-RCNN - R1; metric

No pre-training - 83.6 579 705 | 70.7
Voxel-MAE [27] K |88 594 720 | 71.7 +1.0
ALSO [3] NS | 83.8 585 744 | 722 +15

BEVContrast (ours) | NS | 83.6 58.0 73.1 | 71.6 +0.9

Table 2. Detection results on KITTI3D [11], validation set, mod-
erate difficulty. We report AP (%) and the dataset used for pre-
training each method.

out the few points labelled as “ignore.” In our method, we
use all points during pre-training, as no labels should be
used during this stage, but filter out these points during fine-
tuning. Hence, all fine-tuning experiments are done in the
same setting as the above methods.

Results. We compare in Table 1 the performance of several
pre-training methods. We observe that BEVContrast is the
state-of-the-art method on all datasets and all splits in the
case where the backbones are pre-trained and fine-tuned on
the same datasets. Surprisingly, per-class results (Table 8 in
the appendix) do not show a significant difference between
static and mobile objects, even though TARL’s segmentation
should be robust to them. We repeat the observation that
contrastive methods based on segment pooling are better per-
forming than point-level contrast. We also present qualitative
results obtained with different methods in Figure 3.

4.3. Detection

In this section, we evaluate the interest of using our method
to pre-train two widely-used object detectors: SECOND [41]
and PVRCNN [36]. We compare BEVContrast to methods
which already pre-train these object detectors and for which
results are available in the literature. Note that these object

detectors are not pre-trained in TARL [30] and, as it is not
straightforward to adapt TARL for this backbone, we do not
report any comparison with TARL for object detection.

Backbone. We pre-train the backbone which is shared by
the object detectors SECOND and PVRCNN. This backbone
is made of a 3D sparse encoder, which outputs a BEV repre-
sentation of the input point cloud, and is followed by a 2D
encoder, which refines the BEV representation.

BEVContrast pre-training protocol. We pre-train this
backbone with BEVContrast for 50 epochs with a batch
size of 10 on a single A100-40GB GPUs on the 600 train-
ing scenes of nuScenes reserved for pre-training. We use
AdamW [23] with a learning rate of 0.001, a weight decay of
0.001, a temperature 7 of 0.07 and a cosine annealing sched-
uler. As we target downstream fine-tuning on KITTI3D, we
use the OpenPCDet voxel size tuned for this dataset: 5 cm on
the x and y axes, 10 cm on the z axis. We limit the range to
a square of side 102.4 m centered on the ego-car during pre-
training, as done in OpenPCDet when training on nuScenes.
We do not use any extra pooling after the 2D encoder: the pa-
rameter b is fixed by the BEV resolution and the convolution
strides chosen in SECOND [41] and PVRCNN [36].

Fine-tuning protocol. After pre-training, the detection head
of SECOND or PVRCNN is appended to the pre-trained
backbone and the whole network is fine-tuned on KITTI3D.
We use the OpenPCDet [38] implementation of these object
detectors and the default OpenPCDet training parameters.
As in [3], we perform 3 independent fine-tunings and report
the best mAP on the validation set of KITTI3D.

Results. We present the results obtained with BEVCon-
trast and concurrent methods in Table 2. First, we notice
that pre-training with BEVContrast always leads to better
results than without any pre-training at all. Second, when
comparing methods that are also pre-trained on nuScenes,
we notice that BEVContrast performs better than GCC-3D
and competes with ALSO, while being significantly sim-
pler to implement. Finally, when considering all methods
and all pre-training datasets, BEVContrast is in the top 3
of all methods. Please note that this experiment involves a
single run for each method, rather than averaging the per-
formance across multiple runs. The error margin may thus
be significant, especially as the variance is generally higher
for object detection than for semantic segmentation. Nev-
ertheless, contrastive methods, inluding ours, seem slightly
less effective on object detection compared to semantic seg-
mentation. This could arise from the nature of detection,
which is a more geometrical task, compared to segmentation,
which is a per-point classification task, as contrastive learn-
ing tends not to encourage the learning of geometric object
positioning, contrary to reconstruction-based methods such
as ALSO.



nuScenes
b=20cm b=30cm b=40cm
Atime = 0.5 58.1 57.4 56.6
Atime = 1.0s 58.2 58.7 57.2
Atime = 1.5 58.5 57.1 56.7
Atime = 2.0s 58.3 58.3 57.6

Table 3. Sensitivity to Atime, the time difference between the
capture of P and P’, and b, the size of the BEV cells for pooling.
The backbone is pre-trained on 600 scenes extracted from the
original training set of nuScenes, and fine-tuned on 60 scenes.
We report the mIoU% on the spared 100 scenes from the original
training set of nuScenes.

4.4. Sensitivity to hyperparameters

In this section, we study the sensitivity of BEVContrast to
its hyperparameters. We use the following experimental pro-
tocol. All models are pre-trained for 20 epochs on either
nuScenes or SemanticKITTI with a batch size of 2. The
models are then fine-tuned on their pre-training datasets ex-
actly as described in Section 4.2, except for SemanticKITTI
where the batch size is set to 4. We use the splits with 10%
of annotations for fine-tuning.

4.4.1 Sensitivity to Ay, and b

We start by studying the sensitivity of our method to the
choice of the hyperparameters Ay, the time difference
between the acquisitions of P and P’, and b, the size of the
BEV cells.

We present the results obtained when pre-training and
fine-tuning on nuScenes in Table 3. We do not notice dra-
matic drop of performance for any of tested pairs (A¢ime, b)-
The best results are obtained at b = 30cm and A¢jme =
1.0s, which are the parameters we used to produce the re-
sults in Table 1.

The results obtained when pre-training and fine-tuning on
SemanticKITTI are presented in Table 4. The set of tested
parameters is smaller than for nuScenes, but we still notice
that the results are relatively stable at b = 20 cm for all
tested Ayime, With a variation of at most 1.0 points of mIoU.
The results presented in Table 1 were obtained by using
b =20 cm and A¢jme = 0.7 s.

4.4.2 Choice of the scans to contrast

Many different strategies exist to select overlapping point
clouds P and P’ in BEVContrast. We study two simple
alternatives in this section: selecting scans acquired Agjpe
seconds apart, or selecting scans acquired after a displace-
ment of (at least) Agjsy meters of the ego-car.

SemanticKITTI
b=10cm b=20cm b=40cm

Atime = 0.5 - 60.3 59.9
Atime = 0.78 58.8 61.3 60.4
Agime = 0.9 - 60.7 -

Table 4. Sensitivity to A¢ime, the time difference between the cap-
ture of P and P’, and b, the size of the BEV cells for pooling. The
backbone is pre-trained on the full training set of SemanticKITTI,
and fine-tuned on 10% of the training set. We report the mIloU%
on the validation set of SemanticKITTI.

Atime Adist
0.5s 0.7s 0.9s 5m 10 m 15m 20m
60.3 61.3 60.7 60.0 60.5 60.6 59.6

Table 5. Effect on the performance when selecting the point
clouds P and P’ acquired A iy seconds apart or Ag;s; meters
apart. The results are obtained by pre-training, with b = 20 cm,
and fine-tuning on SemanticKITTI. We report the mIoU% on the
validation set of SemanticKITTL.

We conduct this study on SemanticKITTI with b = 20 cm
and report the results in Table 5. We notice that the perfor-
mance is rather robust whether we select scans based on the
time of acquisition or the displacement of the ego-car. On Se-
manticKITTI, we achieve the best results with A;ne = 0.7 s.
For experiments on the other datasets, we privileged a se-
lection based on Ay, as it also easier to implement as
sequences are acquired with a fixed frame rate.

4.4.3 Study of different registration methods

BEVContrast requires aligned BEV representations for pre-
training the 3D backbone fy(-). In this section, we study
different strategies to obtain these aligned representations:
1. The first option, which we denote by “3D,” consists in
registering P’ after computing fy(P’) but before projec-
tion in BEV. We compute g(fg(P’),r(P’)) where r(-)
applies the rigid 3D transformation given by R and ¢.

2. The second option consists in aligning the representations
after projection in BEV, as proposed in Section 3, but
using a nearest neighbor interpolation instead of bilinear
interpolation. We denote this option by “2D NN.”

3. The third option consists in the alignment described in
Section 3, i.e., using a bilinear interpolation. We denote
this option by “2D Bi.”

Note that “2D NN and “2D Bi.” can be used when pre-

training object detection backbones, but not “3D” as these

backbones often output directly a BEV representation where
height information is lost.
The results are presented in Table 6. We notice that 2D
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Figure 4. Semantic segmentation fine-tuning results on SemanticPOSS after pre-training on SemanticKITTI. Different subsets from
0.1% to 100% of the training set of SemanticPOSS are used for fine-tuning. We report the relative improvement compare to no pre-training
in mloU%, average and standard deviation over 5 different fine-tunings. The individual fine-tuning results are in the supplementary material.

2D Bi.
61.3

2DNN 3D
59.5 600

Table 6. Effect of the registration method. We analyze the
impact of three registration methods to align the representation
B and B'. 2D Bi. and 2D NN are aligning the representations
after projection in BEV, the first using a bilinear interpolation and
the second using nearest neighbor interpolation. 3D is aligning
the representation before projection in BEV. The backbones are
pre-trained on SemanticKITTI and fine-tuned on the same dataset
using 10% of annotated scans with A¢ime = 0.7 s and b = 20 cm.
We report the mIoU% on the validation set of SemanticKITTI.

registration with bilinear interpolation leads to much better
results than with nearest neighbor interpolation. Interestingly
as well, 3D registration does not perform as well as 2D
registration with bilinear interpolation. We hypothesize that
approximate registration of the BEV representations with
“2D Bi.” acts as a form of regularizer which avoids overfitting
and leads to 3D representations that generalize better to the
downstream task.

4.5. Limitation and Discussion

Transfer between datasets. We study the edge case of
generalization to data acquired with a Lidar different from
the one used for the pre-training data. Let us mention nev-
ertheless that, in the context of self-supervision, this setting
is mostly relevant in the rare case where one is unable to
collect sufficient data for self-supervision in the setting of
interest. We consider SemanticKITTI as the pre-training
dataset and fine-tune the pre-trained backbone on Semantic-
POSS. The results are presented in Figure 4. We observe
that BEVContrast achieves competitive results and is ranked
second or third on every annotated portion of the training
set of SemanticPOSS. Furthermore, it is in the error margin
with the SOTA on all but the 0.1% split, as when using more
annotated scans, the ranking of the methods becomes much
less clear as the variability of the results is large.

Sequential data. STSSL [39], TARL [30] and BEVCon-
trast, and more generally all methods that use two or more
frames, require the datasets to be provided as sequential data.
It is the case for most datasets [2, 4, 25, 37], but not for
KITTI detection benchmark, where frame timestamps are
not provided. This prevents us from to pre-train on KITTI.
In comparison, other methods such as ALSO [3] and Voxel-
MAE [27] process one frame at a time, allowing them to
pre-train on any dataset, but making them unable to exploit
the redundancy of sequential acquisition.

Pre-processing. An advantage of BEVContrast is the ab-
sence of pre-processing before pre-training while, e.g., the
pre-processing in TARL costs about 45 s/frame on a sin-
gle core of a Xeon 4114 CPU on scans of SemanticKITTI.
Furthermore, the hyperparameters for road detection and seg-
ment extraction in [29, 30] are numerous (minimum cluster
size, condition to merge different cluster, etc.) and difficult to
tune when changing the type of Lidar, e.g., from the 64-beam
Lidar in SemanticKITTTI to the 32-beam Lidar in nuScenes
or 40-beam Lidar in SemanticPOSS. Instead, for BEVCon-
trast, the sensitivity study shows that choosing b ~ 20 cm
and Agjme & 15 is not far from optimal on both nuScenes
and SemanticKITTI.

False negatives and object segmentation. In an ideal set-
ting, one would like to contrast features at the level of actual
objects, but objects are unknown in the annotation-less self-
supervision scenario, and have somehow to be approximated.
In practice, BEV cells in BEVContrast do not always align
well on objects: large objects are over-split into several cells,
while a single cell may sometimes contain more than one ac-
tual object. Undersegmentation and oversegmentation occur
similarly with the segmentation methods of SegContrast and
TARL. Fortunately, contrastive approaches are somewhat
robust to such point grouping errors, yielding nevertheless
good features. Our finding is that, surprisingly, our cell-
level point grouping, despite its simplicity, apparent coarse-
ness, and absence of filtering of dynamic objects, is actually
more effective than complex segmentation methods that try



to discover objects. It even outperforms TARL in down-
stream fine-tuning on both nuScenes and SemanticKITTT in
all tested scenarios, although TARL uses time information
across successive scans to produce better segments.

5. Conclusion

We presented BEVContrast, a simple yet effective con-
trastive self-supervised method to pre-train 3D backbones
for automotive Lidar point clouds. It conveys the surprising
observation that contrasting representations of cells on a reg-
ular BEV grid performs on par with the most sophisticated
contrastive methods, that resort to unsupervised clusteriza-
tion algorithms. With our method, we are able to reach
SOTA results on self-supervised semantic segmentation on
nuScenes and SemanticKITTI, while demonstrating the com-
petitiveness of our method on object detection on KITTI [11]
with a different backbone.
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Supplementary Material

A. Alignment of the BEV representations
A.1. Registration

Our loss is constructed by aligning the BEV representations
B and B'.

One possibility to align these representations is to register
P’ onto P after computing fy(P’) but before projection in
BEV, i.e., computing g(fs(P’),7(P’)) (see section 4.4.3).
For each point p} with coordinates (x}, y, z}) in P’, the cor-
responding transformed coordinates (P’); = (X[, Y/, Z])
satisfies

X; Ri1 Rip Rz ) 131
Y/ ]| = Ra1 Raz Ras yi | + | t2 )
Z; R31 Rz Rs3 2 i3
Ri12i + Rioy; + Risz, + t
= | Ro1@} + Rooy, + Rozz} +ta |, 3)

R312} + Raoy; + Rasz) + t3

where we used the rotation matrix R and translation vector ¢
definted in Section 3.1. The function ¢(-, -) then averages the
representation of the points whose coordinates (X, Y;) falls
in the same BEV cell. Unfortunately, our experiments (see
Section 4.4.3) show that this approach leads to suboptimal
results.

The approach we advocate for consists in projecting and
pooling the representations before alignment, i.e., computing
g(fo(P’), P") (where the representations of the points whose
coordinates (z},y;) fall in the same BEV cell are averaged)
and then aligning the representation by bilinear interpolation.
As the projection in BEV makes us loose all access about
the actual value of z, we approximate the value of (X/,Y/)
in 3) by (X/,Y]) where

<X1N> - <R11LC; -+ Rl?y; + tl) (4)
Y/ ) \Roix]+ Roay; +t2)

This approximation holds when |Ry32}| < |R112}+ Ri2y,+
t1| and |Rasz)| < |R212} + Raoy. + to|, e.g., when there
are only small rotations around the x and y-axis (often ob-
served in practice on our datasets) or for all points whose
coordinates satisfy z; ~ 0. Furthermore, this formulation

allows easy adaptation to backbones with outputs in the BEV
plane, such as those of Second [41] and PVRCNN [36].

A.2. Bilinear interpolation details.

Empty cells in the BEV representation B’ are zero-valued,
and so are padding cells at the border of the grid. The
interpolation to obtain B’ from B/ being bilinear, the features
in each cell after transformation will be a weighted sum of

features before the transformation, some of which might be
zero vectors. To avoid the influence of the varying number
of empty cells around cell filled cells during interpolation,
one might want to rescale (cell-wise) the interpolated BEV
representation B’ to take into account the number of empty
cells involed in the interpolation. This cell-wise rescaling,
which would increase the complexity of implementation, is
fortunately not necessary because the interpolated feature
in each cell of /3’ are £y-normalized immediately after for
computing the loss.

B. Detailed results and visualizations

We present in Table 10 and Table 9 the per clas IoUs obtained
on SemanticKITTI and nuScenes, respectively, for BEV-
Contrast and others when available. On SemanticKITTI,
BEVContrast performs better for most classes.

For completeness, we report in Table 9, Table 10, Table 11
the mloU of each of the five individual runs performed to
obtain the main results in the paper.

Figure 5 illustrates the better segmentation quality on the
class other vehicles of BEVContrast compared to ALSO [3]
and TARL [30].

Finally, we present in Table 12 all object detection met-
rics automatically computed in OpenPCDet on KITTI3D for
our method, ALSO and no pretraining. The metric use the
Average Precision with 40 recall positions where a correct
prediction is a box with an overlap of at least 70% for a car
and 50% for a pedestrian or a cyclist. The precisions are
provided in the 2D image plane, BEV horizontal plane, as
well as using the 3D coordinates. The “orientation similarity”
corresponds to the Average Orientation Similarity for the
correct prediction. It is defined as the average over all cor-
rect predictions of (1 4 cos(d))/2 where § is the difference
between the predicted and ground truth orientations for any
matching boxes.
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Table 8. Per-class IToU% on SemanticKITTI using 1% of the annotated scans for fine-tuning. Results are averaged over 5 different
fine-tunings.

% Method Runs Average and std
0.1%  No pre-training | 21.88 21.21 22.05 21.08 21.96 21.64 £0.45
ALSO [3] 26.62 26.86 2599 2559 26.08 26.23 +£0.51

BEVContrast 2725 2647 2621 2606 26.76 26.55 +£0.47

1% No pre-training | 34.86 35.09 3472 34.72 35.55 34.99 +£0.35
ALSO [3] 3742 3752 37.15 37.11 3794 37.43 £0.34
BEVContrast 37.66 3828 38.16 37.41 38.01 37.90 +£0.36

10%  No pre-training | 57.62 57.66 5731 56.70 57.19 57.30 £0.39
ALSO [3] 58.63 58.62 59.11 59.28 59.35 59.00 +£0.35
BEVContrast 5829 58.66 58.74 59.77 59.58 59.01 +£0.64

50%  No pre-training | 68.80 6890 6894 69.31 69.01 68.99 £0.19
ALSO [3] 69.69 69.58 6993 69.66 70.17 69.81 +£0.24
BEVContrast 70.14  70.47 70.80 70.59 70.59 70.52 +£0.24

100 %  No pre-training | 71.21 71.35 7120 7093 71.32 71.20 £0.17
ALSO [3] 7195 7192 7160 71.88 71.39 71.75 £0.24
BEVContrast 7217 7218 7197 7211 7234 72.15 £0.13

Table 9. Details of individual run on nuScenes semantic segmentation. We report the mloU% on the official validation set for each of the
individual runs averaged in the main paper.

ALSO BEVContrast Ground truth

Figure 5. Semantic segmentation visualizations on SemanticKITTI after pre-training on the full training dataset and fine-tuning using 1%

of the annotated data. ,, drivable surf. § vegetation



% Method ‘ Runs Average and std
0.1%  No pre-training | 30.22 2999 29.74 30.15 29.77 29.97 +£0.22

STSSL [39] 31.37 32,62 3207 32.03 32.01 32.02 £0.44
ALSO [3] 3497 3483 3481 3510 35.11 34.96 +£0.14
TARL [30] 38.01 3825 3789 37.87 37.28 37.86 +£0.36

BEVContrast 39.08 40.28 38.42 40.53 40.31 39.72 £0.92

1% No pre-training | 45.1 4632 4659 46.68 46.49 46.24 £0.65

STSSL [39] 50.03 4890 51.00 4822 49.00 49.43 £1.09
ALSO [3] 50.04 50.28 49.43 5041 50.02 50.04 +£0.38
TARL [30] 52.09 5241 5235 5343 5232 52.52 +£0.52

BEVContrast 5359 5428 5386 5492 5235 53.80 +£0.95

10%  No pre-training | 57.04 58.74 57.71 56.27 58.01 57.55 +£0.94
STSSL [39] 60.09 59.19 60.65 6029 59.69 59.98 £0.56
ALSO [3] 6041 6045 6047 60.54 60.43 60.46 +£0.05
TARL [30] 61.04 6092 61.64 6097 61.19 61.15 +£0.29
BEVContrast 61.82 60.74 61.74 61.28 61.31 61.38 +£0.43

50%  No pre-training | 61.48 6233 61.88 61.80 61.31 61.76 +£0.39

STSSL [39] 63.50 6333 6191 6254 63.29 62.91 +£0.67
ALSO [3] 63.09 6343 6299 6328 64.15 63.39 £0.46
TARL [30] 63.23 63.66 63.43 6325 63.27 63.37 +£0.18

BEVContrast 6243 6327 64.07 63.77 63.65 63.44 +£0.63

100 %  No pre-training | 62.49 6235 6298 6250 63.06 62.68 +£0.32

STSSL [39] 63.27 63.50 6333 62.74 63.66 63.30 +£0.35
ALSO [3] 6429 63.75 6375 6334 63.07 63.64 +£0.46
TARL [30] 63.83 63.71 63.14 6390 63.92 63.70 £0.32

BEVContrast 63.94 63.84 64.05 64.74 63.73 64.06 +£0.40

Table 10. Details of individual run on SemanticKITTI semantic segmentation. We report the mIloU% on the official validation set for each of
the individual runs averaged in the main paper.



% Method ‘ Runs Average and std
0.1%  No pre-training | 37.23 37.53 36.37 36.72 36.59 36.89 £0.48

STSSL [39] 41.04 3997 40.05 39.78 40.33 40.23 £0.49
ALSO [3] 40.04 4123 4129 40.88 39.83 40.65 £0.68
TARL [30] 4538 4633 4529 4540 46.61 45.80 £0.62

BEVContrast 43.06 4292 4203 4325 43.04 42.86 £0.48

1% No pre-training | 46.99 46.23 46.09 46.33 46.47 46.42 £0.35

STSSL [39] 48.86 4858 49.65 49.55 49.57 49.24 £0.49
ALSO [3] 50.55 48.85 49.02 49.86 49.51 49.56 £0.68
TARL [30] 5224 5234 5211 52.85 5145 52.20 £0.50

BEVContrast 5091 5213 5288 52.03 5148 51.89 +£0.74

10%  No pre-training | 5429 53.96 54.53 5495 54.60 54.47 £0.37

STSSL [39] 55.03 55.10 5596 55.84 55.43 55.47 £0.42
ALSO [3] 56.16 56.19 5543 5515 56.14 55.81 +£0.49
TARL [30] 56.29 5552 56.02 56.12 5595 55.98 +£0.29

BEVContrast 55.10 5592 5550 55.12 55.60 55.45 +£0.35

50%  No pre-training | 55.48 55.19 5540 55.27 55.04 55.28 +£0.17

STSSL [39] 55.62 5796 56.68 57.01 56.72 56.80 +£0.84
ALSO [3] 57.07 5556 56.71 56.13 56.30 56.35 £0.58
TARL [30] 5597 56.86 5698 56.86 57.09 56.75 £0.45

BEVContrast 56.65 55.84 5696 5721 57.01 56.73 £0.54

100 %  No pre-training | 54.52 55.52 55.52 55.10 54.83 55.10 £0.44

STSSL [39] 5471 56.34 56.56 5748 56.09 56.24 +£1.00
ALSO [3] 56.88 58.23 5545 56.01 56.88 56.69 +£1.05
TARL [30] 56.70 5642 5792 57.01 56.94 57.00 £0.56

BEVContrast 56.31 56.50 56.83 5621 55.92 56.35 +£0.34

Table 11. Details of individual run on SemanticPOSS semantic segmentation. We report the mIloU% on the official validation set with a
pre-training on SemanticKITTI for each of the individual runs averaged in the main paper.



Backbone Metric Method Car Pedestrian Cyclist
Easy Mod. Hard | Easy Mod. Hard | Easy Mod. Hard

SECOND 2D object detection ~ Scratch! | 95.84 94.49 92.00 | 68.27 64.69 61.15]91.02 78.88 76.00

ALSO [3] 97.48 9470 93.56 | 72.39 68.69 65.86 | 91.34 81.64 78.46
BEVContrast | 97.45 94.53 93.42 | 71.93 6733 63.84 | 93.61 80.85 77.30

Bird’s eye view Scratch’ ‘93.76 89.82 87.65 ‘ 59.74 54.85 50.56 ‘ 87.19 70.96 68.00

ALSO [3] 94.64 90.77 88.24 | 64.32 59.13 55.25|86.92 74.58 70.17
BEVContrast | 92.33 89.79 87.47 | 61.45 56.46 52.74 | 90.64 72.86 68.35

3D object detection  Scratch® | 90.20 81.50 78.61 | 53.89 48.82 44.56 | 82.59 65.72 62.99

ALSO [3] 90.21 81.78 7897 |59.56 54.24 50.27 | 81.12 68.19 64.10
BEVContrast | 90.18 81.44 78.60 | 56.60 51.95 47.64 | 87.35 69.28 65.06

Orientation similarity Scratch’ [ 95.83 9435 91.79 | 63.70 59.52 55.85|90.86 78.44 75.52

ALSO [3] 97.45 9454 9330 |67.67 6333 60.28 | 91.01 80.75 77.49
BEVContrast | 97.42 94.42 93.22 | 66.86 61.80 58.16 | 93.36 79.67 76.15

PV-RCNN 2D object detection ~ Scratch’ ‘97.86 94.39 93.92‘73.84 68.68 65.53‘94.34 81.89 77.36

ALSO [3] 96.12 9445 9399|7370 68.70 65.31 | 94.61 81.86 78.67
BEVContrast | 97.55 94.40 94.04 | 72.65 67.55 64.77 | 96.42 82.74 79.70

Bird’s eye view Scratch’ | 94.65 90.61 88.56 | 68.28 60.62 55.95|92.52 75.03 70.40

ALSO [3] 93.10 90.64 88.53 | 68.72 60.92 56.96 | 93.11 76.74 73.06
BEVContrast | 92.79 90.61 88.49 | 68.01 61.40 57.49 |93.70 74.96 71.22

3D object detection  Scratch! [ 91.74 84.60 82.29 | 6551 57.49 5271 |91.37 71.51 66.98

ALSO [3] 92.31 84.86 82.61|65.60 57.76 52.96|91.70 7498 70.67
BEVContrast | 91.48 84.47 8237 | 64.85 5821 53.36|90.90 71.80 68.02

Orientation similarity Scratch’ | 97.84 9425 93.70 | 69.73 63.89 6031 | 94.20 81.00 76.47

ALSO [3] 96.09 9429 93.76 | 67.66 62.74 59.37 | 94.23 81.07 77.86
BEVContrast | 97.52 94.27 93.83 | 67.26 61.99 5898 |96.16 82.14 79.11

Table 12. Details of object detection metrics on KITTI3D with a pre-training on nuScenes, for all difficulties. Details of the metrics are
provided above. The results presented in the main paper use the “3D object detection” metric.
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