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On Well-Structured Convex-Concave Saddle Point Problems and

Variational Inequalities with Monotone Operators

Anatoli Juditsky ∗ Arkadi Nemirovski †

Abstract

For those acquainted with CVX (aka disciplined convex programming) of M. Grant and S. Boyd [9],
the motivation of this work is the desire to extend the scope of CVX beyond convex minimization—to
convex-concave saddle point problems and variational inequalities with monotone operators. To attain
this goal, given a family K of cones (e.g., Lorentz, semidefinite, geometric, etc), we introduce the notions
of K-conic representation of a convex-concave saddle point problem and of variational inequality with
monotone operator. We demonstrate that given such a representation of the problem of interest, the
latter can be reduced straightforwardly to a conic problem on a cone from K and thus can be solved
by (any) solver capable to handle conic problems on cones from K (e.g., Mosek or SDPT3 in the case
of semidefinite cones). We also show that K-representations of convex-concave functions and monotone
vector fields admit a fully algorithmic calculus which helps to recognize the cases when a saddle point
problem or variational inequality can be converted into a conic problem on a cone from K and to carry
out such conversion.

1 Introduction

Along with emergence of powerful computational tools, one of important components of what is sometimes
referred to as Interior-Point Revolution in Convex Optimization was the rise of (informal) notion of a “well-
structured convex problem”—convex optimization problem which can be reformulated as a conic problem on
a cone from a “nice” family K, most notably, the families of finite direct products of nonnegative rays (Lin-
ear Programming), Lorentz cones (Second Order Conic Programming), and semidefinite cones (Semidefinite
Programming). Problems of the latter “magic families” cover basically all needs arising in applications of
Convex Optimization to decision making, engineering, statistics, etc. At the same time, reformulating prob-
lem of interest as LP/SOCP/SDP makes the problem amenable for numerical processing by a “universal”
SDP solver, so that end user should not care much about number-crunching. Today, there exist powerful uni-
versal SDP solvers such as SDPT3 [19] or industrial-grade Mosek [2], with permanently improving performance
and reliability.

The “maiden form” of an optimization problem arising in applications usually is not the “nice conic” one,
even when at the end of the day the problem can be cast into, say, an SDP program. Such transformation
is carried out with the help of a special “calculus” (see, e.g., [3, 4, 5]) which allows to recognize that the
problem at hand can be reformulated as, say, an SDP. This calculus, as any other, has two components: (a)
“raw materials”—a collection of sets and functions possessing explicit representations via SDP (what exactly
“representation” means, will be explained in Section 2), and (b) “calculus rules” expressing SDP representa-
tion of the result of a specific operation with functions/sets via SDP representations of the operands. It turns
out that calculus rules for SDP representations cover all basic convexity-preserving operations with func-
tions (like taking linear combinations with nonnegative coefficients and convexity-preserving compositions)
and sets (like taking finite intersections and images/inverse images under affine mappings). Moreover, the
calculus rules happen to be fully algorithmic and thus can be implemented on a compiler. This possibility is
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utilized, for instance, in the CVX software of M. Grant and S. Boyd [9] which is the second-to-none in terms
of its scope and user-friendliness tool for numerical processing of convex optimization problems.

So far, we were speaking about (constrained) convex minimization, and this is the usual scope of the
calculus of well-structured convex problems. For example, given a number of SDP-representable functions,
the calculus allows to obtain SDP representation of their maximum and thus convert to SDP program,
in an automated fashion, the problem of minimizing this maximum over a feasible set given by an SDP
representation. However, such calculus does not allow to get an SDP representation of the maximum of
infinite family of SDP-representable functions, even when this family is perfectly well organized. As a result,
convex-concave saddle point problems, well-structured from the “viewpoint of a human,” cannot be “fed
to CVX” as they are, and reducing such a problem to the conic form amenable for the existing powerful
convex optimization software requires ad hoc work on case-to-case basis. Similar difficulties arise when
instead of convex-concave saddle point problems someone is looking to solve numerically other problems
with convex structure, most notably, variational inequalities (VI) with monotone operators. Monotone VI’s
can be thought of as the most general problems with convex structure: on one hand, other problems of this
type (constrained convex minimization, convex-concave saddle points, convex Nash equilibrium problems)
under extremely mild boundedness and regularity assumptions can be reduced to monotone VI’s (for details,
see e.g., [5, Section 5.6]). On the other hand, efficient black box oriented algorithms of convex minimization,
like First Order or Ellipsoid methods, can be extended to monotone VI’s (cf., e.g., [14]) without harming their
efficiency estimates. There exists also rich literature on extending polynomial time Interior-Point algorithms
onto linear and monotone complementarity problems, see, e.g., [11, 12, 7, 16, 17, 18] and references therein. In
particular, it is well known that VI with affinemonotone operator and domain admitting conic representation
can be straightforwardly reduced to a conic optimization problem. In [13, Section 7.4] this fact was somehow
extended to nonlinear monotone VI’s from certain restricted class—those admitting an explicit “convex
representation” allowing to reduce the VI of interest to an affine monotone VI on a properly modified
domain; that reference develops also a rudimentary calculus of convex representations of monotone VI’s.
Some results1 on reformulations of VI’s as convex optimization problems can be found in [1]. That being
said, to the best of our knowledge, beyond the classes of VI’s with affine monotone operators and related
bilinear saddle point problems there is no much understanding of what is a “well structured” convex-concave
saddle point problem or “genuine”—not potential—monotone VI, and of how such a problem should be
represented in order for the representation to admit a meaningful algorithmic calculus, on one hand, and to
allow for straightforward conversion of the problem into a nice conic program, say, SDP one, on the other.

The goal of what follows is to introduce the notion of “conic representations” of problems with convex
structure, specifically, convex-concave saddle point problems and monotone VI’s, via a given family K of
cones (e.g., direct products of nonnegative rays/Lorentz/Semidefinite cones). As we will see, given such a
representation, the problem of interest can be straightforwardly converted to a conic problem on a cone
from K, and representations in question admit a fully algorithmic calculus, similar to the calculus of conic
representations of convex functions/sets. In Section 3 we develop conic representations of convex-concave
functions, and then in Section 4 extend this framework to representations of monotone vector fields. Deriva-
tions in Section 4 can be viewed as a “well-structured” (i.e., conic representation-oriented) version of convex
representation of a monotone operator introduced in [13, Section 7.4].

2 Preliminaries

Consider a family K of regular (i.e., closed, convex, pointed, and with nonempty interior) cones in Euclidean
spaces such that the family

1. contains nonnegative ray,

2. is closed w.r.t. taking finite direct products of its members, and

3. is closed w.r.t. passing from a cone to its dual.

1dealing with the search for strong solutions to VI’s with not necessarily monotone operator F under rather restrictive
assumptions that xTF (x) and −F (x) are convex on polyhedral set X ⊂ R

n
+
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From now on we adopt the following convention: we operate with once for ever fixed family K of cones
satisfying Assumptions 1–3, and whenever in the sequel we consider a cone, say K, this cone is assumed to
belong to K. Besides this, K∗ stands for the cone dual to K.

• Given a cone K ∈ K we call a constraint in variables x ∈ Rn of the form

Ax ≤K a (1)

K-conic; as usual, a ≤K b means that b− a ∈ K. Note that a system

Akx ≤Kk
ak, 1 ≤ k ≤ K,

of finitely many K-conic constraints is equivalent to a single K-conic constraint2

[A1; ...;AK ]x ≤K [a1; ...; aK ]

where K = K1× ...×KK belongs to K along with Kk, k ≤ K, since K is closed w.r.t. taking direct products.
For similar reasons, augmenting a K-conic constraint Ax ≤K a in variables x by a system S of finitely many
linear equalities and nonstrict linear equalities, we get a conic constraint on x. Indeed, S can be written
equivalently as Bx ≤ b, so that the augmented constraint reads

[A;B]x ≤K×Rm
+
[a; b], m = dim b,

and the cone K×Rm
+ belongs to K since the latter family contains K, R+ and is closed w.r.t. taking finite

direct products.
• We call conic constraint (1) essentially strictly feasible, if K can be decomposed as K = Rm

+ × L with
regular cone L, so that (1) is of the form

[P ;Q]x ≤Rm
+
×L≤ [p; q],

and there exists x̄ such that P x̄ ≤ p and Qx̄ <L q, the latter meaning that q −Qx̄ ∈ intL.
• We say that a set X ⊂ Rn is K-representable if for properly selected A,B, c and K ∈ F one has

X = {x : ∃u : Ax+Bu ≤K c};

whenever this is the case, the K-conic constraint Ax + Bu ≤K c in the right hand side is called
K-representation of X . We call a function f : Rn → R ∪ {+∞} K-representable if the epigraph
Epi{f} = {(x, t) : t ≥ f(x)} is K-representable and we refer to a K-representation of Epi{f} as the K-
representation of f . In other words, asserting that K-conic constraint Ax+ tb+Bu ≤K c represents f is the
same as saying that the following equivalence takes place:

t ≥ f(x) ⇔ ∃u : Ax + tb+Bu ≤K c.

Observe that the level sets {x : f(x) ≤ a}, a ∈ R, of K-representable function f are K-representable:

{t ≥ f(x) ⇔ ∃u : Ax+ tb +Bu ≤K c} ⇒ {x : f(x) ≤ a} = {x : ∃u : Ax +By ≤K c− ab}.

Thus, given K-representations {x : ∃u : Ax+Bu ≤K c} of X ⊂ Rn and {t ≥ f(x) ⇔ ∃v : Cx+td+Ev ≤L g}
of f : Rn → R ∪ {+∞}, the problem

min
x∈X

f(x) (P)

is equivalent to the conic problem

min
x,t,u,v

{t : [Ax+ Bu;Cx+ td+ Ev] ≤K×L [c; g]} (Q)

2We follow the “Matlab convention” for matrices: [A,B] and [A;B] denote, respectively, the horizontal and vertical con-
catenations of two matrices of compatible dimensions.
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on a cone from K, where equivalence of (P) and (Q) precisely means that x is a feasible solution to (P) with
a finite value of the objective if and only if there exist t, u, v such that t ≥ f(x) and x, t, u, v is feasible for
(Q).

K-representable functions/sets admit fully algorithmic calculus: all basic convexity-preserving operations
with sets and functions, (e.g., taking finite intersections, images/inverse images under affine mappings, and
direct products of sets, or taking linear combinations with nonnegative coefficients and convexity-preserving
compositions of functions) as applied to K-representable operands, produce K-representable results, with
representations of the results readily given by those of the operands; for details, see, e.g., [4, 5]. When a
solver for conic problems on cones fromK is available, this calculus allows one to recognize that in the problem
(P) of interest objective f and domain X are K-representable and find the corresponding K-representations,3

so the problem of interest can be converted into a conic problem (Q) on a cone from K and solved by the
solver at hand.

From now on, we operate with a once for ever fixed family K of cones satisfying the above Assumptions
1–3, which allows for the convention as follows: whenever in the sequel a cone arises, this cone, if the
otherwise is explicitly stated, belongs to K. Besides this, K∗ stands for the cone dual to K.

3 Well-structured convex-concave saddle point problems

As far as its paradigm and set of rules are concerned,“calculus of K-representability” for, say, K specified
as SDP (finite direct products of semidefinite cones) covers all “basic” needs of “well-structured” convex
minimization. There is, however, an exception— the case in which the objective in the convex problem of
interest

min
x∈X

Ψ(x) (P )

is given implicitly:
Ψ(x) = sup

y∈Y
ψ(x, y) (2)

where Y is convex set and ψ : X × Y → R is convex-concave (i.e., convex in x ∈ X and concave in
y ∈ Y) and continuous. Problem (P ) with objective given by (2) is called “primal problem associated with
the convex-concave saddle point problem minx∈X maxy∈Y ψ(x, y),” and problems of this type do arise in
some applications of well-structured convex optimization. We are about to define a saddle point version of
K-representability along with the corresponding calculus which allows to convert “K-representable convex-
concave saddle point problems” into usual conic problems on cones from K.

3.1 Conic representability of convex-concave function—definition

Let X , Y be nonempty convex sets given by K-representations:

X = {x : ∃ξ : Ax+Bξ ≤KX c}, Y = {y : ∃η : Cy +Dη ≤KY e} [KX ∈ K,KY ∈ K].

Let us say that a convex-concave continuous function ψ(x, y) : X × Y → R is K-representable on X × Y, if
it admits representation of the form

∀(x ∈ X , y ∈ Y) : ψ(x, y) = inf
f,t,u

{
fT y + t : Pf + tp+Qu+Rx ≤K s

}
(3)

where K ∈ K. We call representation (3) essentially strictly feasible, if the conic constraint

Pf + tp+Qu ≤K s−Rx

in variables f, t, u is essentially strictly feasible for every x ∈ X .

3Note that calculus rules are fully algorithmic and thus can be implemented by a compiler, the most famous example being
the CVX software [9] which can handle “semidefinite representability” (family K comprised of direct products of semidefinite
cones), and as a byproduct—conic quadratic representability.
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3.2 Main observation

Assume that Y is compact and is given by essentially strictly feasible K-representation

Y = {y : ∃η : Cy +Dη ≤KY e}. (4)

Then problem (P ) can be processed as follows: for x ∈ X we have

Ψ(x) = max
y∈Y

inf
f,t,u

[
fT y + t : Pf + tp+Qu+Rx ≤K s

]

= inf
f,t,u

{
max
y∈Y

[fT y + t] : Pf + tp+Qu+Rx ≤K s

} [
Sion-Kakutani Theorem; recall
that Y is convex and compact

]

= inf
f,t,u

{
max
y,η

[
fT y : Cy +Dη ≤KY e

]
+ t : Pf + tp+Qu+Rx ≤K s

}

= inf
f,t,u

[
min
λ

[
λT e : CTλ = f,DTλ = 0, λ ≥K∗

Y
0
]
+ t : Pf + tp+Qu+Rx ≤K s

}

[
by strong conic duality, see, e.g., [5, Theorem 1.4.4];
recall that (4) is essentially strictly feasible,

]

so that the problem of interest
min
x∈X

Ψ(x) (a)

reduces to the explicit K-conic problem

min
x,ξ,f,t,u,λ



e

Tλ+ t :
Pf + tp+Qu+Rx ≤K s,
CTλ = f,DTλ = 0, λ ≥K∗

Y
0,

Ax+Bξ ≤KX c



 . (b)

Here,“reduction” means that the x-component of a feasible solution ζ = (x, ξ, f, t, u, λ) to (b) is a feasible
solution to (a) with the value of the objective of the latter problem at x being ≤ the value of the objective
of (b) at ζ, and the optimal values in (a) and (b) are the same. Thus, as far as building feasible approximate
solutions of a prescribed accuracy ǫ > 0 in terms of the objective are concerned, problem (a) reduces to the
explicit conic problem (b). Note, however, that (a) and (b) are not “exactly the same”—it may happen that
(a) is solvable while (b) is not so. “For all practical purposes,” this subtle difference is of no importance
since in actual computations exactly optimal solutions usually are not reachable anyway.

Discussion. Note that for continuous convex-concave function ψ : X × Y → R the set

Z = {[f ; t;x] : x ∈ X , fT y + t ≥ ψ(x, y)∀y ∈ Y}

clearly is convex, and by the standard Fenchel duality we have

∀(x ∈ X , y ∈ Y) : ψ(x, y) = inf
f,t

[
fTy + t : [f ; t;x] ∈ Z

]
. (5)

K-representability of ψ on X × Y means that (5) is preserved when replacing the set Z with its properly
selected K-representable subset. Given that Z is convex, this assumption seems to be not too restrictive;
taken together with K-representability of X and Y, it can be treated as the definition of K-representability of
the convex-concave function ψ. The above derivation shows that convex-concave saddle point problem with
K-representable domain and cost function (more precisely, the primal minimization problem (P ) induced by
this saddle point problem) can be represented in explicit K-conic form, at least when the K-representations
of the cost and of (compact) Y are essentially strictly feasible.

Note also that if X and Y are convex sets and a function ψ(x, y) : X ×Y → R admits representation (3),
then ψ automatically is convex in x ∈ X and concave in y ∈ Y.
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3.3 Symmetry

Assume that representation (3) is essentially strictly feasible. Then for all x ∈ X , y ∈ Y we have by conic
duality

ψ(x, y) = inf
f,t,u

{
fTy + t : Pf + tp+Qu+Rx ≤K s

}

= sup
u∈K∗

{
uT [Rx− s] : PTu+ y = 0, pTu+ 1 = 0, QTu = 0

}
,

whence, setting
X = Y,Y = X , x = y, y = x, ψ(x, y) = −ψ(y, x) = −ψ(x, y),

we have

(∀x ∈ X , y ∈ Y) :

ψ(x, y) = −ψ(x, y) = inf
u∈K∗

{
−uT [Rx− s] : PTu+ y = 0, pTu+ 1 = 0, QTu = 0

}

= inf
f,t,u

{
f
T
y + t :

[
f = −RTu, t = sTu,QTu = 0,
pTu+ 1 = 0, PTu+ x = 0, u ∈ K∗

]

︸ ︷︷ ︸
⇔P f+tp+Qu+Rx≤

K
s

}

with K ∈ K. We see that a (essentially strictly feasible) K-representation of convex-concave function ψ on
X ×Y induces straightforwardly a K-representation of the “symmetric entity”—the convex-concave function
ψ(y, x) = −ψ(x, y) on Y × X , with immediate consequences for converting the optimization problem

sup
y∈Y

[
Ψ(y) := inf

x∈X
ψ(x, y)

]
(D)

into the standard conic form.

3.4 Calculus of conic representations of convex-concave functions

Representations of the form (3) admit a calculus.

3.4.1 Raw materials

Raw materials for the calculus are given by

1. Functions ψ(x, y) = a(x), where a(x), Dom a ⊃ X , is K-representable:

t ≥ a(x) ⇔ ∃u : Rx+ tp+Qu ≤
K
s

In this case

ψ(x, y) = inf
f,t,u

{
fT y + t : f = 0, Rx+ tp+Qu ≤

K
s︸ ︷︷ ︸

⇔Pf+tp+Qu+Rx≤Ks with K ∈ K

}
.

2. Functions ψ(x, y) = −b(y), where b(y), Dom b ⊃ Y, is K-representable:

t ≥ b(y) ⇔ ∃u : Ry + tp+Qu ≤
K
s

with essentially strictly feasible K-representation. In this case

ψ(x, y) = −b(y) = − inf
t,u

{
t : Ry + tp+Qu ≤

K
s
}

= − sup
u∈K

∗

{
−[R

T
u]Ty − sTu : −uTp = 1, Q

T
u = 0

}
[by conic duality]

= inf
f,t,u

{
fTy + t : f = RTu, t = sTu, pTu+ 1 = 0, Q

T
u = 0, u ≥

K
∗ 0︸ ︷︷ ︸

⇔Pf+tp+Qu≤Ks with K ∈ K

}
.
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3. Bilinear functions:

ψ(x, y) ≡ aTx+ bTy + xTAy + c⇒ ψ(x, y) = min
f,t

{
fT y + t : f = ATx+ b, t = aTx+ c︸ ︷︷ ︸

⇔Pf+tp+Rx≤s

}
.

4. “Generalized bilinear functions.” Let U ∈ K and E be the embedding Euclidean space of U.

(a) Let X be a nonempty K-representable set, and let continuous mapping F (x) : X → E possess
K-representable U-epigraph4

EpiUF := {(x, z) ∈ X × E, z ≥U F (x)} = {(x, z) : ∃u : Rx+ Sz + Tu ≤
K
s}.

Then the function
ψ(x, y) = yTF (x) : X ×U∗ → R

is K-representable on X ×U∗:

∀(x ∈ X , y ∈ U∗) :

ψ(x, y) = yTF (x) = inf
f

{
fT y : f ≥U F (x)

}

= inf
f,u

{
fT y : Rx+ Sz + Tu ≤

K
s
}
.

(b) Let Y be a nonempty K-representable set, and let continuous mapping G(y) : Y → E possess
K-representable U∗-hypograph,

HypoU∗G := {(y, w) ∈ Y × E : w ≤U∗ G(y)}
= {(y, w) : ∃u : Ry + Sw +Qu ≥K s} [K ∈ K],

the representation being essentially strictly feasible. Then the function

ψ(x, y) = xTG(y) : U× Y → R

is K-representable on U× Y:

∀(x ∈ U, y ∈ Y) :
ψ(x, y) = xTG(y) = sup

w

{
xTw : w ≤U∗ G(y)

}
[due to x ∈ U]

= sup
w,u

{
xTw : Ry + Sw +Qu ≥K s

}

= infλ
{
[s−Ry]Tλ : STλ = x,QTλ = 0, λ ∈ K∗

}
[by conic duality]

= inff,t,u=[λ;w]

{
fTy + t :

[
f +RTλ = 0, sTλ = t,

STλ = x,QTλ = 0, λ ∈ K∗

]

︸ ︷︷ ︸
⇔Pf+tp+Qu+Rx≤Ks

}
[K ∈ K].

(6)

(c) Let Y and G(·) be as in item 4b) with G(Y) ⊂ U∗, let X be a nonempty K-representable set, and
let

F (x) : X → U

be continuous U-convex mapping with K-representable U-epigraph:

EpiUF := {(x, z) : x ∈ X , z ≥U F (x)}
= {x, z : ∃v : R̂x+ Ŝz + Q̂v ≤

K̂
ŝ} [K̂ ∈ K]

(7)

4This implies, in particular that the U-epigraph of F is convex, or, which is the same, that F is U-convex:

∀(x′;x′′ ∈ X , λ ∈ [0, 1]) : F (λx′ + (1 − λ)x′′) ≤U λF (x′) + (1− λ)F (x′′).
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Then the function
ψ(x, y) = FT (x)G(y) : X × Y → R

is continuous convex-concave and admits K-representation as follows:

∀(x ∈ X , y ∈ Y) :
ψ(x, y) = FT (x)G(y)

= inf
z

{
zTG(y) : z ≥U F (x)

}
[since G(y) ∈ U∗]

= inf
z,v

{
zTG(y) : R̂x+ Ŝz + Q̂v ≤

K̂
ŝ
}

[by (7)]

= inf
z,v

{
inf
f,t

{
fT y + t : Pf + tp+Qu+Rz ≤K s

}
: R̂x+ Ŝz + Q̂v ≤

K̂
ŝ

}

due to (6)—note that on the domain on which infz,v is taken we have z ≥U F (x) ∈ U, making
(6) applicable. We conclude that

ψ(x, y) = inf
f,t,u=[z;v]

{
fT y + t :

[
Pf + tp+Qu+Rz ≤K s,

R̂x+ Ŝz + Q̂v ≤
K̂
ŝ

]

︸ ︷︷ ︸
⇔P̃ f+tp̃+Q̃u+R̃x≤

K̃
c̃

}
[K̃ ∈ K].

3.4.2 Basic calculus rules

Basic calculus rules are as follows.

1. [Direct summation] Let θi > 0, i ≤ I, and let

∀(xi ∈ X i, yi ∈ Yi, i ≤ I) :
ψi(x

i, yi) = inf
fi,ti,ui

{
fT
i y

i + ti : Pifi + tipi +Qiui +Rix
i ≤Ki

si
} .

Then

∀
(
x = [x1; ...;xI ] ∈ X = X1 × ...×XI , y = [y1; ...; yI ] ∈ Y = Y1 × ...× YI

)
:

ψ(x, y) :=
∑
i

θiψi(x
i, yi)

= inf
f,t,u={fi,ti,ui,i≤I}

{
fT y + t :

f = [θ1f1; ...; θIfI ], t =
∑

i θiti,
Pifi + tipi +Qiui +Rix

i ≤Ki
si, 1 ≤ i ≤ I

︸ ︷︷ ︸
⇔Pf+tp+Qu+Rx≤Ks with K ∈ K

}

2. [Affine substitution of variables] Let

∀(ξ ∈ X+, η ∈ Y+) :
ψ+(ξ, η) = inf

f+,t+,u+

{
fT
+η + t+ : P+f+ + t+p+ +Q+u+ +R+ξ ≤K+

s+
}
,

and
x 7→ Ax+ b : X → X+, y 7→ By + c : Y → Y+.

Then

∀(x ∈ X , y ∈ Y) :
ψ(x, y) := ψ+(Ax+ b, By + c)

= inf
f+,t+,u+

{
fT
+ (By + c) + t+ : P+f+ + t+p+ +Q+u+ +R+[Ax+ b] ≤K+

s+
}

= inf
f,t,u=[f+;t+;u+]

{
fT y + t :

[
f = BT f+, t = t+ + fT

+c
P+f+ + t+p+ +Q+u+ +R+Ax ≤K+

s+ −R+b

]

︸ ︷︷ ︸
⇔Pf+tp+Qu+Rx≤Ks with K ∈ K

}
.
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3. [Taking conic combinations] This rule, evident by itself, is a combination of the two preceding rules:
Let θi > 0 and ψi(x, y) : X × Y → R, i ≤ I, be such that

∀(x ∈ X , y ∈ Y) :
ψi(x, y) = inf

fi,ti,ui

{
fT
i y

i + ti : Pifi + tipi +Qiui +Rix
i ≤Ki

si
} .

Then

∀(x ∈ X , y ∈ Y) :
ψ(x, y) :=

∑
i

θiψi(x, y)

= inf
f,t,u={fi,ti,ui,i≤I}

{
fT y + t :

[
f =

∑
i θifi, t =

∑
i θiti,

Pifi + tipi +Qiui +Rix
i ≤Ki

si, 1 ≤ i ≤ I

]

︸ ︷︷ ︸
⇔Pf+tp+Qu+Rx≤Ks with K ∈ K

}
.

4. [Projective transformation in x-variable] Let

∀(x ∈ X , y ∈ Y) : ψ(x, y) = inf
f,t,u

{
fT y + t : Pf + tp+Qu+Rx ≤K s

}
.

Then
(∀(α, x) : α > 0, α−1x ∈ X , ∀y ∈ Y)
ψ((α, x), y) := αψ(α−1x, y) = inf

f,t,u

{
fT y + t : Pf + tp+Qu+Rx− αs ≤K 0

}
.

5. [Superposition in x-variable] Let X , Y be K-representable, X be a K-representable subset of some Rn,
and let K ∋ U be a cone in Rn. Furthermore, assume that

ψ(x, y) : X × Y → R

is a continuous convex-concave function which is U-nondecreasing in x ∈ X , i.e.

∀(y ∈ Y, x′, x′′ ∈ X : x′ ≤U x′′) : ψ(x′′, y) ≥ ψ(x′, y),

and admits K-representation on X × Y:

∀(x ∈ X , y ∈ Y) : ψ(x, y) = inf
f,t,u

{
fT y + t : Pf + tp+Qu+Rx ≤

K
s
}
.

Let also
x 7→ X(x) : X 7→ X

be a U-convex mapping such that the intersection of the U-epigraph of the mapping with X × X
admits K-representation:

{(x, x) : x ∈ X , x ∈ X , x ≥U X(x)} = {(x, x) : ∃v : Ax+Bx + Cv ≤
K̂
d}.

Then the function ψ(x, y) = ψ(X(x), y) admits K-representation on X × Y:

∀(x ∈ X , y ∈ Y) :
ψ(x, y) = ψ(X(x), y) = inf

x
{ψ(x, y) : x ∈ X & x ≥U X(x)}

= inf
f,t,u,x

{
fT y + t :

x ∈ X , x ≥U X(x)
Pf + tp+Qu+Rx ≤

K
s

}

= inf
f,t,u,x,v

{
fT y + t :

Ax+Bx+ Cv ≤
K̂
d

Pf + tp+Qu+Rx ≤
K
s

}

= inf
f,t,u=[u,x,v]

{
fT y + t :

[
Ax +Bx+ Cv ≤

K̂
d

Pf + tp+Qu+Rx ≤
K
s

]

︸ ︷︷ ︸
⇔Pf+tp+Qu+Rx≤Ks with K ∈ K

}
.

9



6. [Partial maximization] Let

∀(x ∈ X , y = [w; z] ∈ Y) :
ψ(x, [w; z]) = inf

[g;h],τ,u

{
gTw + hT z + τ : Gg +Hh+ τp+Qu+Rx ≤K s

}
[K ∈ K],

and let Y be compact and given by K-representation:

Y = {[w; z] : ∃v : Aw +Bz + Cv ≤L r}

such that the conic constraint Bz + Cv ≤L r − Aw in variables z, v is essentially strictly feasible for
every w ∈ W = {w : ∃z : [w; z] ∈ Y}. Then the function

ψ(x;w) := max
z

{ψ(x, [w; z]) : [w; z] ∈ Y} : X ×W → R

is K-representable provided it is continuous:5

∀(x ∈ X , w ∈ W) :

ψ(x;w) = max
z

{
inf

[g;h],τ,u

[
gTw + hT z + τ : Gg +Hh+ τp+Qu+Rx ≤K s

]
: [w; z] ∈ Y

}

= inf
[g;h],τ,u

{
max

z

[
gTw + hT z + τ : [w; z] ∈ Y

]
: Gg +Hh+ τp+Qu+Rx ≤K s

}

[by the Sion-Kakutani Theorem; note that for w ∈ W
the set {z : [w; z] ∈ Y} is nonempty, convex and compact]

= inf
[g;h],τ,u

{
max
z,v

[
gTw + hT z + τ : Bz + Cv ≤L r −Aw

]
: Gg +Hh+ τp+Qu+Rx ≤K s

}

= inf
[g;h],τ,u

{
min
ξ

[
gTw + (r −Aw)T ξ + τ : BT ξ = h,CT ξ = 0, ξ ≥L∗ 0

]
:

Gg +Hh+ τp+Qu+Rx ≤K s
}

[by conic duality]

= inf
f,t,u=[g,h,τ,u,ξ]

{
fTw + t :

[
f = g −AT ξ, t = rT ξ + τ, BT ξ = h, cT ξ = 0
ξ ≥L∗ 0, Gg +Hh+ τp+Qu+Rx ≤K s

]

︸ ︷︷ ︸
⇔Pf+tp+Qu+Rx≤

K
s with K ∈ K

}
.

Note that the last three rules combine with symmetry to induce “symmetric” rules on perspective
transformation and superposition in y-variable and partial minimization in x-variable.

7. [Taking Fenchel conjugate] Let X ⊂ Rn, Y ⊂ Rm be nonempty convex compact sets given by essentially
strictly feasible K-representations

X = {x : ∃ξ : Ax+Bξ ≤KX c}, Y = {y : ∃η : Cy +Dη ≤KY e},

and assume that the conic constraint

DTλ = 0 & λ ≥K∗
Y
0

is essentially strictly feasible (this definitely is the case whenKY is polyhedral). Let, next, ψ(x, y) : X×
Y → R be continuous convex-concave function given by essentially strictly feasible K-representation:

ψ(x, y) = inf
f,t,u

{
fT y + t : Pf + tΠ+Qu+Rx ≤K s

}
.

Consider the Fenchel conjugate of ψ—the function

ψ∗(p, q) = max
x∈X

min
y∈Y

[
pTx+ qT y − ψ(x, y)

]
: Rn ×Rm → R.

5Representation to follow holds true without the latter assumption; we make it to stay consistent with our general definition
of representability, where the convex-concave function in question is assumed to be continuous.
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We claim that ψ∗ is a continuous convex-concave K-representable function with K-representation read-
ily given by the K-representations of X , Y, ψ
The fact that ψ∗ is well defined and continuous is readily given by compactness of X , Y and continuity
of ψ. These properties of the data imply by the Sion-Kakutani Theorem that

ψ∗(p, q) = min
y∈Y

max
x∈X

[
pTx+ qT y − ψ(x, y)

]
.

From the initial max
x

min
y

definition of ψ∗ it follows that

ψ∗(p, q) = max
x∈X

[
pTx+min

y∈Y
[qT y − ψ(x, y)]

]

is the pointwise maximum of a family of affine functions of p and thus is convex in p. From the min
y

max
x

representation of ψ∗ it follows that

ψ∗(p, q) = min
y∈Y

[
qT y +max

x∈X
[pTx− ψ(x, y)]

]

is the pointwise minimum of a family of affine functions of q and thus is concave in q.

It remains to build K-representation of ψ∗. We have

ψ∗(p, q) = max
x∈X

min
y∈Y

[
pTx+ qT y − ψ(x, y)

]

= max
x∈X

[
pTx+min

y∈Y
sup
f,t,u

{
[q − f ]T y − t : Pf + tΠ+Qu+Rx ≤K s

}]

= max
x∈X

[
pTx+ sup

f,t,u

{
min
y∈Y

{[q − f ]T y} − t : Pf + tΠ+Qu+Rx ≤K s

}]

[by the Sion-Kakutani Theorem; recall that Y is convex and compact

and [q − f ]T y − t is concave in f, t, u and convex in y]

= max
x∈X

[
pTx+ sup

f,t,u

{
sup
λ

{
−eTλ : f − CTλ = q,DTλ = 0, λ ≥K∗

Y
0
}
− t :

Pf + tΠ+Qu+Rx ≤K s

}]

[by Conic Duality; note that Y is given by essentially strictly feasible K-representation]

= sup
x∈X ,f,t,u,λ

{
pTx− t− eTλ :

DTλ = 0, f − CTλ = q, λ ≥K∗
Y
0

Pf + tΠ+Qu+Rx ≤K s

}

= sup
x,ξ,f,t,u,λ




pTx− t− eTλ :

DTλ = 0 (a)
f − CTλ = q (b)
λ ≥K∗

Y
0 (c)

Pf + tΠ+Qu+Rx ≤K s (d)
Ax+Bξ ≤KX c (e)





(8)

Now, the K-representation of X is essentially strictly feasible, so that (e) admits an essentially strictly
feasible solution x̄, ξ̄; observe that x̄ ∈ X . The K-representation of ψ is essentially strictly feasible,
implying that x̄ can be augmented by f̄ , t̄, ū in such a way that (x̄, f̄ , t̄, ū) is an essentially strictly
feasible solution to (d). By the origin of constraints (a)—(c), their system is feasible for all f, q as a
system of constraints on λ, . Besides this, by assumption, there exists a representation K∗

Y =M ×N
with regular cone M and polyhedral cone N and λ′ ∈ [intM ] × N such that DTλ′ = 0. Taking into
account that the system (a)—(c), considered as a system in variable λ, is solvable for all f, q, there
exists λ′′ ∈ KY∗ such that DTλ′′ = 0 and f̄ − CTλ′′ = q + CTλ′. This implies that λ̄ = λ′ + λ′′

taken together with f̄ is an essentially strictly feasible solution to the system (a)—(c) of constraints
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in variables λ and f . The bottom line is that the constraints (a)—(e) in variables x, ξ, f, t, u, λ form
an essentially strictly feasible conic constraint. Besides this, problem (8) is bounded by its origin. By
Conic Duality we conclude from (8) that

ψ∗(p, q) = min
α,β,γ,δ,ǫ



β

T q + sT δ + cT ǫ :
γ ≥KY 0, δ ≥K∗ 0, ǫ ≥K∗

X
0

RT δ +AT ǫ = p,BT ǫ = 0, PT δ + β = 0
ΠT δ = −1, QT δ = 0, Dα− Cβ + e = γ





= min
β,τ,w=(α,δ,ǫ)



β

T q + τ :
δ ≥K∗ 0, ǫ ≥K∗

X
0, τ = sT δ + cT ǫ

RT δ +AT ǫ = p,BT ǫ = 0, PT δ + β = 0
ΠT δ = −1, QT δ = 0, Dα− Cβ + e ≥KY 0





which is the desired K-representation of ψ∗. �

3.5 Illustrations

A. Our first illustration is motivated by a statistical application of saddle point optimization—near-optimal
recovery of linear forms in Discrete observation scheme, see [10, Section 3.1]. Let

ψ(x, y) = ln

(
∑

i

exiyi

)
: X × Y → R,

X and Y be K-representable, and let Y, 0 6∈ Y, be is a compact subset of the nonnegative orthant. Because
for z > 0

ln z = inf
u
zeu − u− 1,

for y ≥ 0 we clearly have

ln (
∑

i e
xiyi) = inf

u
[(
∑

i e
xiyi) e

u − u− 1] = inf
f,u

[
∑

i yifi − u− 1 : fi ≥ exi+u]

= inf
f,t,u

{
fTu+ t : fi ≥ exi+u ∀i & t ≥ −u− 1

}

The resulting representation is a K-representation, provided that the closed w.r.t. taking finite direct prod-
ucts and passing to the dual cone family K of regular cones contains R+, the exponential cone

E=cl {[t; s; r] : t ≥ ser/s, s > 0},

and, therefore, its dual cone

E∗ = cl {[τ ;σ;−ρ] : τ > 0, ρ > 0, σ ≥ ρ ln(ρ/τ)− ρ}.

B. Let now

ψ(x, y) =

(
n∑

i=1

θpi (x)yi

)1/p

where p > 1, θi(x) are nonnegative K-representable real-valued functions on K-representable set X , and Y
is a K-representable subset of the nonnegative orthant. In this case, as is easily seen, for all (x ∈ X , y ∈ Y)
it holds

ψ(x, y) = inf
[f ;t]

{
fT y + t : t ≥ 0, f ≥ 0, t

p−1

p f
1
p

i ≥ κθi(x), i ≤ n

}
[κ = p−1(p− 1)

p−1

p ]

which can immediately be converted into K-representation, provided K contains 3D Lorentz cone L3 = {x ∈
R3 : x3 ≥

√
x21 + x22} and p is rational, see [4, Section 3.3] or [5, Section 2.3.5].

C. In our next example, X ⊂ Rm×n and Y ⊂ Sm
+ are nonempty convex sets, and

ψ(x, y) = 2
√
Tr(xT yx) : X × Y → R.
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Taking into account that for a ≥ 0 one has 2
√
a = infs>0[a/s+ s], we have

∀(x ∈ X , y ∈ Y) :
ψ(x, y) = 2

√
Tr(y[xxT ]) = infg

{
2
√
Tr(yg) : g � xxT

}

= inff,s
{
Tr(yf) + s : s > 0, fs � xxT

}

= inf
f,s

{
Tr(yf) + s :

[
f x
xT sIn

]
� 0

}
.

The resulting representation is K-representation, provided that K contains semidefinite cones.

This is how C works in Robust Markowitz Portfolio Selection (cf, e.g., [6, 8])

min
x∈X

max
y∈Y

[
−rTx+ 2ρ

√
xT yx

]
[ρ > 0]

(here x ∈ Rn is the composition of portfolio, r is the vector of expected returns, and y is the
uncertain covariance matrix of the returns). Assuming for the sake of definiteness that Y is cut
off Sn

+ by the constraints

aTi yai + biy + ybTi � pi, i ≤ I, y− ≤ y ≤ y+

(where ≤ for matrices acts entrywise) and applying our machinery on the top of the above

semidefinite representation of 2
√
xT yx, the saddle point problem reduces to

min
x,s,αi,µ±

{
− rTx+ ρ [s+

∑
i Tr(αipi) + Tr(µ+y+ − µ−y−)] :

[ ∑
i

[
aiαia

T
i + αibi + bTi αi

]
+ µ+ − µ− x

xT s

]
� 0

αi � 0, i ≤ I, µ± ≥ 0, x ∈ X



 .

D. In our concluding example, K contains the products of semidefinite cones, X = Rm×n, Y = Sn
+, and

ψ(x, y) = Tr(xTxy1/2) : X × Y → R.

This is a “generalized bilinear function”; in terms of item 4.c of Section 3.4.1, we have F (x) = xTx,
G(y) = y1/2, U = U∗ = Sn

+, and

Epi
U
F := {(x, z) : z � xTx} =

{
(x, z) :

[
z xT

x Im

]
� 0

}
,

HypoU∗G := {(y, w) : y ∈ Sn
+, w � y1/2} =

{
(y, w) : ∃v :

[
y v
v In

]
� 0, v � 0, w � v

}
.

With these data, the construction from item 4.c of Section 3.4.1 leads straightforwardly to the following
semidefinite representation of ψ:

∀(x ∈ R
m×n

, y ∈ S
n
+) : ψ(x, y) := Tr(xT

xy
1/2) = inf

f,t,u=(z,β,γ)















Tr(fy) + t :

f ∈ S
n, β ∈ R

n×n, γ ∈ S
n, z ∈ S

n

t = Tr(γ), z � β + βT

[

f β

βT γ

]

� 0,

[

z xT

x Im

]

� 0















.

4 Well-structured variational inequalities with monotone opera-
tors

4.1 Preliminaries

Let X be a nonempty convex subset of Euclidean space E. A vector field F (x) : x→ E is called monotone,
if

〈F (x) − F (y), x− y〉 ≥ 0 ∀x, y ∈ X .
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Variational Inequality VI(F,X ) reads

Find x∗ ∈ X : 〈F (y), x∗ − y〉 ≤ 0 ∀y ∈ X . VI(F,X )

Solutions which are sought in VI(F,X ) are called weak solutions; they do exist whenever X is a compact
set and F is monotone on X . Strong solutions are points x∗ ∈ X such that

〈F (x∗), x− x∗〉 ≥ 0 ∀x ∈ X ;

from monotonicity of F it follows that every strong solution is a weak one. The opposite is true provided
that F is continuous on X .

A natural (in)accuracy measure for a candidate approximate solution to VI(F,X ) is the dual gap function

ǫVI[x|X ] = sup
y∈X

〈F (y), x− y〉;

this function is nonnegative and is zero exactly at weak solutions to V I(F,X ).
Our current goal is to develop a framework for converting “well-structured” VI’s with monotone vec-

tor fields into the usual conic problems, thus bringing them within the grasp of Interior-Point polynomial
time methods and software like CVX. What follows can be seen as a streamlined “well-structured” (i.e.,
conic representation-oriented) extension of what in [13, Section 7.4] was called a convex representation of a
monotone operator.

4.2 Conic representability of monotone vector fields and monotone VI’s in conic
form

4.2.1 Conic representation of a monotone vector field

Let F (x) : X → E be a monotone and continuous vector field on nonempty convex subset X of Euclidean
space E. Consider the set

F [F,X ] = {[t; g;x] ∈ R× E × E : x ∈ X , t− 〈g, y〉 ≥ 〈F (y), x− y〉 ∀y ∈ X} (9)

and let us make several straightforward observations.
4.2.1.A. F [F,X ] is a convex set which contains all triples [〈F (x), x〉;F (x);x], x ∈ X ; this set is closed
provided X is so. Besides this, F [F,X ] is t-monotone:

[t; g;x] ∈ F [F,X ] and t′ ≥ t⇒ [t′; g;x] ∈ F [F,X ].

Indeed, F [F,X ] is the intersection of solution set of the system of nonstrict linear constraints

t− 〈g, y〉 − 〈F (y), x〉 ≥ −〈F (y), y〉, y ∈ X

in variables g, t, x (this set is closed and convex) with the convex set {[t; g;x] : x ∈ X} (which is
closed if so is X ). By monotonicity, for every x ∈ X we have

〈F (x), x − y〉 ≥ 〈F (y), x − y〉 ∀y ∈ X ,

so that [〈F (x), x〉;F (x);x] ∈ F [F,X ]; and t-monotonicity is evident.

4.2.1.B. For ǫ ≥ 0, let
X∗(ǫ) = {[g; t] ∈ E ×R : sup

y∈X
[t− 〈g, y〉] ≤ ǫ}, (10)

so that X∗(ǫ) is a nonempty closed convex set. Then for every ǫ ≥ 0, ǫ-solutions to VI(F,X )—points x ∈ X
such that

ǫVI[x|F ] := sup
y∈X

〈F (y), x − y〉 ≤ ǫ

are exactly the points
x : ∃(t, g) : [t; g;x] ∈ F [F,X ] and [t; g] ∈ X∗(ǫ); (11)
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Indeed, let x, t, g be such that [t; g;x] ∈ F [F,X ] and [t; g] ∈ X∗(ǫ). From the first inclusion it
follows that x ∈ X and

t− 〈g, y〉 ≥ 〈F (y), x − y〉 ∀y ∈ X ,
while from the second inclusion it follows that t− 〈g, y〉 ≤ ǫ for all y ∈ X . Taken together, these
two relations imply that x ∈ X and 〈F (y), x− y〉 ≤ ǫ for all y ∈ X , i.e., ǫVI(x|F ) ≤ ǫ. Vice versa,
if x ∈ X , ǫ ≥ 0, and ǫVI[x|F ] ≤ ǫ, then the triple t = ǫ, g = 0, x clearly belongs to F [F,X ] and
[t; g] ∈ X∗(ǫ).

K-representation of (F,X ). Given a continuous monotone vector field F : X → E on a nonempty
convex subset X of Euclidean space E, let us call a conic constraint6

Xx+Gg + tT + Uu ≤K a (12)

in variables t ∈ R, g ∈ E, x ∈ E, and u ∈ Rk a K-representation of (F,X ), if the set

T := {[t; g;x] : ∃u : Xx+Gg + tT + Uu ≤K a} (13)

possesses the following two properties:

(i) T is contained in F [F,X ] and, along with the latter set, is “t-monotone:”

[t; g;x] ∈ T and t′ ≥ t⇒ [t′; g;x] ∈ T

(note that when T 6= ∅, t-monotonicity is equivalent to T ≤K 0);

and

(ii) T contains the set
{[〈F (x), x〉;F (x);x], x ∈ X} [⊂ F [F,X ]]

If the set (13) satisfies (i) and the relaxed version of (ii), specifically,

(ii’) T contains the set
{[t;F (x);x] : t > 〈F (x), x〉, x ∈ X} [⊂ F [F,X ]]

we say that (12) is an almost K-representation of (F,X ).
Let us make an immediate observation:

Remark 4.1 In the situation described in the beginning of this section, let X be closed, and let Y be a convex
set such that

Conv{[xTF (x);F (x);x], x ∈ X} ⊂ Y ⊂ cl Conv{[xTF (x);F (x);x], x ∈ X}

Then every K-representation of Y represents (F,X ).

4.2.2 Conic form of conic-representable monotone VI

Our main observation is as follows:

6Recall that we have fixed a family K of regular cones in Euclidean spaces, and by our standing convention, all cones to be
considered below belong to K.
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Proposition 4.1 Let X ⊂ E be nonempty convex compact given by essentially strictly feasible K-
representation:

X = {x : ∃v : Ax+Bv ≤L b}, [L ∈ K], (14)

so that X∗(ǫ), see (10), by conic quality, admits K-representation as follows:

X∗(ǫ) = {[t; g] : ∃λ : ATλ+ g = 0, BTλ = 0, t+ bTλ ≤ ǫ, λ ≥L∗ 0}. (15)

Let, moreover, F : X → E be a continuous monotone vector field, and let (12) be an almost K-representation
of (F,X ). Then for every ǫ > 0 the system of conic constraints

Xx+Gg + tT + Uu ≤K a (a)
ATλ+ g = 0 (b.1)

BTλ = 0 (b.2)
t+ bTλ ≤ ǫ (b.3)

λ ≥L∗ 0 (b.4)

(16)

in variables x, g, t, u, and λ is feasible, and x-component of any feasible solution belongs to X and is an
ǫ-solution to VI(F,X ):

ǫVI[x|F ] ≤ ǫ.

Therefore, finding an ǫ-solution to VI(F,X ) reduces to finding a feasible solution to an explicit K-conic
constraint.

When (12) is a K-representation of (F,X ), the above conclusion holds true for all ǫ ≥ 0.

Proof. Let us fix ǫ > 0, and let x̄ solve VI(F,X) (a solution exists since X is compact). Then 〈F (x̄), x̄−y〉 ≤ 0
for all y ∈ X due to continuity of F on X . Consequently, given ǫ > 0, setting t̄ = 〈F (x̄), x̄〉, ḡ = F (x̄),
we have [t̄ + ǫ; ḡ; x̄] ∈ X∗(ǫ), implying by (15) that there exists λ̄ such that t = t̄ + ǫ, g = ḡ, λ = λ̄ solve
(16.b.1-4). Besides this, by (ii’) there exists ū such that x = x̄, g = ḡ, t = t̄ + ǫ, u = ū solve (16.a). Thus,
(16) is feasible.

Next, if x, g, t, u, λ is a feasible solution to (16), then by (16.a) one has [t; g;x] ∈ T , with T given by
(13), whence [t; g;x] ∈ F [F,X ], implying that x ∈ X , see (9). Besides this, (16.b.1-4) say that [t; g] ∈ X∗(ǫ).
Thus, [t; g;x] ∈ F [F,X ] and [t; g] ∈ X∗(ǫ), implying by 4.2.1.B that ǫVI[x|F ] ≤ ǫ.

Finally, when (12) is a K-representation of (F,X ), the above reasoning works for ǫ = 0. �

4.3 Calculus of conic representations of monotone vector fields

K-representations of pairs (F,X ) (X is a nonempty convex subset of Euclidean space E, F : X → E is a
continuous monotone vector field) admit a calculus; for verification of claims to follow, see Appendix A.

4.3.1 Raw materials

Raw materials for the calculus of K-representable monotone vector fields include:

1. [Affine monotone vector field] Let K contain all Lorentz cones. Then affine monotone vector field
F (x) = Ax+ a on X = E = Rn is K-represented by conic constraint (cf. [13, Proposition 7.4.3])

t ≥ xT Āx+ aTx, g = Ax+ a (17)

in variables t, g, x, where Ā = 1
2 [A+AT ].

2. [Gradient field of continuously differentiable K-representable convex function] Let X be nonempty con-
vex compact set, and f(x) : X → R be continuously differentiable convex function with K-representable
epigraph,

{(x, s) : s ≥ f(x), x ∈ X} = {(x, s) : ∃u : Ax+ sp+Qu ≤K a}, (18)

the representation being essentially strictly feasible. Then the conic constraint

t ≥ s+ r, Ax+ sp+Qu ≤K a, r ≥ aTλ,ATλ = g, pTλ = −1, QTλ = 0, λ ≥K∗ 0 (19)

in variables t, g, x, s, r, λ, and u represents (F (·) := f ′(·),X ) (cf. [13, Proposition 7.4.4]).
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3. [Monotone vector field associated with continuously differentiableK-representable convex-concave func-
tion ψ] LetK contain the 3D Lorentz cone, and let U ⊂ Rnu and V ⊂ Rnv be K-representable nonempty
compact sets:

U = {u : ∃α : Au+Bα ≤K a}, (a)
V = {v : ∃β : Cv +Dβ ≤L b}, (b)

(20)

both representations being essentially strictly feasible. Assume that ψ(u, v) : U × V 7→ R is a continu-
ously differentiable convex-concave function which is K-representable on U ×V with essentially strictly
feasible representation (see Section 3.1); that is, ψ admits representation

∀(u ∈ U , v ∈ V) : ψ(u, v) = inf
f,τ,ξ

{
fT v + τ : Pf + τp+Qξ +Ru ≤M c

}
(21)

such that the conic constraint Pf+ τp+Qξ ≤M c−Ru in variables f, τ, ξ is essentially strictly feasible
for every u ∈ U . Let

F (u, v) = [∇uψ(u, v);−∇vψ(u, v)] : X := U × V → E := Rnu ×Rnv

be the vector field associated with U ,V , ψ; it is well known that this field is monotone. Then

(i) The set

Z =




(t ∈ R, g = [h; e] ∈ E, x = [u; v] ∈ X ) : ∃r, s :

r > max
ζ∈V

[
ζT e+ ψ(u, ζ)

]
(a)

s > max
ω∈U

[
ωTh− ψ(ω, v)

]
(b)

t ≥ r + s (c)





(22)

satisfies the relations

Z ⊂ F [F,X ] (a)
x ∈ X , g = F (x), t > xTF (x) ⇒ [t; g;x] ∈ Z. (b)

(23)

(ii) Besides this, Z is nothing but the projection on the plane of (t, g = [h; e], x = [u; v])-variables of
the solution set of the conic constraint



t ≥ r + s, r ≥ θ + γT b+τ, s ≥ θ′ + cT δ + aT ǫ,
Au+Bα ≤K a, Cv +Dβ ≤L b, Pf + τp+Qξ +Ru ≤M c
CT γ = f + e,DTγ = 0, PT δ + v = 0, pT δ = −1, QT δ = 0, RT δ +AT ǫ = h, BT ǫ = 0,
γ ≥L∗ 0, δ ≥M∗ 0, ǫ ≥K∗ 0, η ≥ 0, θ ≥ 0, ηθ ≥ 1, η′ ≥ 0, θ′ ≥ 0, η′θ′ ≥ 1


 (24)

in variables t, g = [h; e], x = [u; v], r, s, f, τ, ξ, α, β, γ, η, θ, δ, ǫ, η′, and θ′.7

Taken together, (i) and (ii) say that the conic constraint (24) almost represents (F,X ).

4. [Univariate monotone rational vector field] Let X = [a, b] ⊂ R (−∞ < a < b < ∞), and let α(x) and
β(x) be real algebraic polynomials such that β(x) > 0 on X . Suppose that the univariate vector field

given on X by the function F (x) = α(x)
β(x) is nondecreasing on X , and that K contain all semidefinite

cones. Then the set
Y := Conv{[xF (x);F (x);x], x ∈ X}

admits explicit K-representation which, by Remark 4.1, represents (F,X ).

7When one of the authors was a freshman at Math. Department of Moscow State University, his mate left lecture on Linear
Algebra writing in his notebook: “The lecture was terminated due to shortage of indices.” The list of variables in (24) comes
close to this natural limit...
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4.3.2 Calculus rules

Calculus rules are as follows.

1. [Restriction on a K-representable set] Let conic constraint

Xx+Gg + tT + Uu ≤K a (25)

in variables t, g, x, u represent (almost represent) (F,X ), and let set Y ⊂ E be K-representable:

Y = {y ∈ E : ∃v : Ay +Bv ≤L b} (26)

and have a nonempty intersection Z = Y ∩ X with X . Denoting by F̄ the restriction of F on Z, the
conic constraint

{Xx+Gg + tT + Uu ≤K a, Ax+Bv ≤L b} (27)

in variables t, g, x, u, v represents (resp., almost represent) (F̄ ,Z) (cf. [13, Proposition 7.4.5]).

2. [Direct summation] For k ≤ K, let Xk be nonempty convex subsets of Euclidean spaces Ek and
Fk : Xk → Ek be continuous monotone vector fields, and let

Xkx+Gkgk + tkTk + Ukuk ≤Kk
ak, 1 ≤ k ≤ K (28)

be K-representations of (Fk,Xk). Denote

F ([x1; ...;xK ]) = [F1(x1); ...;FK(xK)] and X = X1 × ...×XK .

Then the conic constraint

Xkxk +Gkgk + tkTk + Ukuk ≤Kk
ak, k ≤ K (a)

t =
∑

k tk (b)
(29)

in variables t, g := [g1; ...; gK ], x := [x1; ...;xK ], t1, ..., tK , u1, ..., uK K-represents (F,X ).

When conic constraints (28) almost represent (Fk,Xk), (29) almost represents (F,X ) (cf. [13, Propo-
sition 7.4.6]).

3. [Taking conic combinations] Let X be a nonempty convex subset of Euclidean spaceE, and let F1, ..., FK

be continuous monotone vector fields on X with (Fk,X ) admitting K-representations

Xkx+Gkg + tTk + Ukuk ≤Kk
ak, 1 ≤ k ≤ K. (30)

Let, further, αk > 0 be given, and let

F (x) =
∑

k

αkFk(x) : X → E.

The conic constraint

Xkx+Gkgk + tkTk + Ukuk ≤Kk
ak, 1 ≤ k ≤ K (a)

g =
∑

k αkgk (b)
t =

∑
k αktk (c)

(31)

in variables t, g, x, {tk, gk, uk, k ≤ K} is a K-representation of (F,X ).

When (30) are almost representations of (Fk,X ), (31) is almost representation of (F,X ).

4. [Affine substitution of variables] Let X be a nonempty convex subset of E, F be a continuous monotone
vector field on X , with (F,X ) given by K-representation

Xx+Gg + tT + Uu ≤K a. (32)
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Assume that ξ 7→ Aξ + a is an affine mapping from Euclidean space Λ to E, and

Ξ = {ξ : Aξ + a ∈ X}.

Then vector field Φ(ξ) = ATF (Aξ + a): Ξ → Λ is continuous and monotone, and the conic constraint

τ = t− 〈g, a〉, γ = AT g, X(Aξ + a) +Gg + tT + Uu ≤K a (33)

in variables τ, γ, ξ, g, t, and u represents (Φ,Ξ).
When (32) nearly represents (F,X ), conic constraint (33) nearly represents (Φ,Ξ).

4.4 Illustrations

4.4.1 “Academic” illustration

Let K contain Lorentz cones, M ∈ Rn×n be such that M = 1
2 [M +MT ] � 0, and let X ⊂ Rn

+ be nonempty
and K-representable:

X = {x : ∃u0 : A0x+B0u0 ≤K0
a0}. (34)

Suppose that the operator
F (x) =Mx− [f1(x); ...; fn(x)] (35)

is monotone on X , and that functions fi(x) and −∑i xifi(x) are K-representable on X :

{(x, s) : x ∈ X , s ≥ fi(x)} = {(x, s) : ∃u1i : A1ix+ sB1i + C1iu1i ≤K1i
a1i} (ai)

{(x, s) : x ∈ X , s ≥ −∑i xifi(x)} = {(x, s) : ∃u2 : A2x+ sB2 + C2u2 ≤K2
a2} (b)

(36)

Observe, that when M � αIm with α > 0, F definitely is monotone provided that f(x) := [f1(x); ...; fn(x)]
is Lipschitz continuous on X with Lipschitz constant w.r.t. ‖ · ‖2 bounded with α.

Given x ∈ X and g ∈ Rn, let us consider the function

fx,g(y) = gT y + FT (y)(x− y) = −yTMy +
∑

i

[giyi + xi[[My]i − fi(y)] + yifi(y)] : X → R.

We are in the situation where xi ≥ 0 for x ∈ X , so that

{(y, r) : y ∈ X , fx,g(y) ≥ r}

=



(y, r) : ∃u0, s0, s1i, s2 :

A0y +B0u0 ≤K0
a0, y

TMy − s0 ≤ 0
s1i + fi(y) ≤ 0, 1 ≤ i ≤ n, s2 −

∑
i yifi(y) ≤ 0∑

i[gi + [MTx]i]yi − s0 +
∑

i xis1i + s2 ≥ r





=

{
(y, r) : ∃u0, s0, s1i, s2, u1i, u2 :

A0y +B0u0 ≤K0
a0, y

TMy − s0 ≤ 0, A2y − s2B2 + C2u2 ≤K2
a2

A1iy − s1iB1i + C1iu1i ≤K1i
a1i, 1 ≤ i ≤ n∑

i[gi + [MTx]i]yi−s0 +
∑

i xis1i + s2 ≥ r





Taking into account that M � 0, the constraint yTMy− s0 ≤ 0 can be represented by strictly feasible conic
constraint

A3y + s0B3 ≤K3
a3

on Lorentz cone L3, we get

max
y∈X

fx,g(y) = sup
y,u0,s0,s1i,s2,u1i,u2

{∑

i

[gi + [MTx]i]yi−s0 +
∑

i

xis1i + s2 :

A0y +B0u0 ≤K0
a0, A3y + s0B3 ≤K3

a3
A1iy − s1iB1i + C1iu1i ≤K1i

a1i, 1 ≤ i ≤ n, A2y − s2B2 + C2u2 ≤K2i
a2

}
. (37)
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Assume that the system of conic constraints (37) in variables y, s0,u0, s1i, s2, u1i and u2 is essentially strictly
feasible. Then, by conic quality,

max
y∈X

fx,g(y) = min
µ,ν,ξi,η

{
aT0 µ+ aT3 ν +

∑

i

aT1iξi + aT2 η :

MTx+ g = AT
0 µ+AT

3 ν +
∑

iA
T
1iξi +AT

2 η
xi + BT

1iξi = 0, 1 ≤ i ≤ n, BT
2 η = −1, BT

3 ν = −1
BT

0 µ = 0, CT
1iξi = 0, 1 ≤ i ≤ n, CT

2 η = 0,
µ ≥K∗

0
0, ν ≥K∗

3
0, ξi ≥K∗

1i
0, 1 ≤ i ≤ n, η ≥K∗

2
0




.

Now, recalling what fx,g(y) is, we end up with K-representation of F [F,X ]:

F [F,X ] :=
{
[t; g;x] : x ∈ X , t− gT y ≥ FT (y)[x− y] ∀y ∈ X

}

=

{
[t; g;x] : ∃u0, µ, ν, ξi, η :

t ≥ aT0 µ+ aT3 ν +
∑

i a
T
1iξi + aT2 η, A0x+B0u0 ≤K0

a0
MTx+ g = AT

0 µ+AT
3 ν +

∑
iA

T
1iξi +AT

2 η
xi +BT

1iξi = 0, 1 ≤ i ≤ n, BT
2 η = −1, BT

3 ν = −1
BT

0 µ = 0, CT
1iξi = 0, 1 ≤ i ≤ n, CT

2 η = 0
µ ≥K∗

0
0, ν ≥K∗

3
0, ξi ≥K∗

1i
0, 1 ≤ i ≤ n, η ≥K∗

2
0




,

so that the conic constraint



t ≥ aT0 µ+ aT3 ν +
∑

i a
T
1iξi + aT2 η, A0x+B0u0 ≤K0

a0
xi +BT

1iξi = 0, 1 ≤ i ≤ n, BT
2 η = −1, , BT

3 ν = −1
BT

0 µ = 0, CT
1iξi = 0, 1 ≤ i ≤ n, CT

2 η = 0
µ ≥K∗

0
0, ν ≥K∗

3
0, ξi ≥K∗

1i
0, 1 ≤ i ≤ n, η ≥K∗

2
0




in variables t, g, x, u0, µ, ν, ξi and η is a K-representation of (F,X ).

4.4.2 Nash Equilibrium

The “covering story” for this example is as follows:

n ≥ 2 retailers intend to enter certain market, say, one of red herrings. To this end they should
select their “selling capacities” (say, rent areas at malls) xi, 1 ≤ i ≤ n, in given ranges Xi = [0, Xi]
(0 < Xi <∞). With the selections x = [x1; ...;xn] ∈ X = X1 × ...,×Xn ⊂ Rn

+, the monthly loss
of the i-th retailer is

φi(x) = cixi −
xi∑K

j=1 xj + a
b,

where cixi, ci > 0, is the price of the capacity xi, b > 0 is the dollar value of the demand on
red herrings, and a > 0 is the total selling capacity of the already existing retailers; the term
− xi∑

n
j=1

xj+ab is the minus the revenue of the i-th retailer under the assumption that the total

demand is split between retailers proportionally to their selling capacities.

We want to find is a Nash equilibrium – a point x∗ = [x∗1; ...;x
∗
n] ∈ X such that every one of the

functions φi(x
∗
i , ..., x

∗
i−1, xi, x

∗
i+1, ..., x

∗
n) attains its minimum over xi ∈ Xi at xi = x∗i , so that for

the i-th retailer there is no incentive to deviate from capacity x∗i provided that all other retailers
j stick to capacities x∗j , and this is so for all i.

As is immediately seen, the Nash Equilibrium problem in question is convex, meaning that φi(x) are convex
in xi and concave in xi = (xi, ..., xi−1, xi+1, ..., xn) and, on the top of it,

∑
i φi(x) is convex on X . It is well

known (for justification, see, e.g., [14]) that for such a problem, the vector field

F (x) =

[
∂φ1(x)

∂x1
;
∂φ2(x)

∂x2
; ...;

∂φn(x)

∂xn

]
: X → Rn
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is monotone, and that Nash Equilibria are exactly the weak=strong solutions to VI(F,X ). Specifying K
as the family of direct products of Lorentz cones, we are about to demonstrate that F admits an explicit
K-representation on X , allowing to reduce the problem of finding Nash Equilibrium to an explicit Second
Order conic problem. This is how the construction goes (to save notation, in what follows we set b = a = 1,
which always can be achieved by appropriate scaling of the capacities and loss functions):

1. Observe that all we need is a K-representation R(t, g, x, u) of (F,X )—a K-conic constraint in variables
t ∈ R, g ∈ Rn, x ∈ Rn and additional variables u—satisfying the requirements specified in Section
4.2.1. By Proposition 4.1, given R, for ǫ ≥ 0 we can write down an explicit K-conic constraint
Cǫ(t, g, x, u, v) in variables t, g, x and additional variables u, v, with the size of the constraint (dimension
of the associated cone and the total number of variables) independent of ǫ such that the constraint is
feasible, and the x-component of any feasible solution to the constraint is an ǫ-solution to VI(F,X ):

x ∈ X & ǫVI[x|F ] = max
y∈X

FT (y)[x− y] ≤ ǫ.

As a result, finding ǫ-solution to VI(F,X ) reduces to solving an explicit solvable Second Order feasibility
conic problem of the size independent of ǫ.

2. Thus, all we need is to find an explicit K-representation of (F,X ). This can be done as follows:

(a) Consider the convex-concave function

ψ(u, v) = − u

u+ v + 1
: R2

+ → R

along with the associated monotone vector field

Φ(u, v) =

[
∂ψ(u, v)

∂u
;−∂ψ(u, v)

∂v

]
=

[
− v + 1

(u+ v + 1)2
;− u

(u+ v + 1)2

]
.

Let also Ai be 2× n matrix with i-th column [1; 0] and all remaining columns equal to [0; 1], and

let G(x) = ∇
(

1∑
j xj+1

)
. As is immediately seen, we have

∀x ∈ Rn
+ : Ψ(x) := 2c+

n∑

i=1

AT
i Φ(Aix) +G(x) = 2F (x),

so that a K-representation of F is readily given by K-representations of the constant monotone
vector field ≡ c, of Φ, and of G via our calculus (rules on affine substitution of argument and on
summation).

A K-representation of the constant vector field ≡ c is trivial; it is given by the system of linear
equalities t = cTx, g = c on variables (t, g, x) ∈ R×Rn×Rn. A K-representation of the gradient
vector field G(x) is given by calculus rule 2 in Section 4.3.1; we are in the case where (18) reads

{(x, s) : s ≥ f(x), x ∈ X} =

{
(x, s) : −x ≤ 0, x ≤ X := [X1; ...;Xn],

−
[
0;

∑
ixi − s;

∑
ixi + s

]
≤L3 [2; 1; 1]

︸ ︷︷ ︸
⇔ x+ 1 + s ≥ 0,

(
∑

ixi + 1 + s)2 ≥ (
∑

ixi + 1− s)2 + 4
⇔ s(

∑
i xi + 1) ≥ 1

}
,

so that (19), as seen from immediate computation, reduces to the system of constraints

t ≥ r + s, 0 ≤ x ≤ X, r ≥∑imax[Xi(gi + θ), 0] + θ − 2ν[
2;

∑
ixi + 1− s;

∑
ixi + 1 + s

]
≥L3 0

︸ ︷︷ ︸
⇔s(

∑
j xj+1)≥1

, [2ν; θ − 1; θ + 1] ≥L3 0︸ ︷︷ ︸
⇔ν2≤θ

in variables t, g, x, θ, ν.
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(b) It remains to find a K-representation of the vector field Φ on a rectangle Ξ = U × V , U = [0, U ],
V = [0, V ] with given U > 0, V > 0 (they should be large enough in order for Aix, x ∈ X , to take
values in the rectangle).

Let us use the construction described in item 3 of Section 4.3.1. By (i) of item 3, the set

Z =




(t ∈ R, g = [h; e] ∈ R2, x = [u; v] ∈ Ξ) : ∃r, s :

r ≥ max
ζ∈V

[ζe + ψ(u, ζ)]

s ≥ max
ω∈U

[
ωTh− ψ(ω, v)

]

t ≥ r + s





satisfies the relations

Z ⊂ F [Φ,Ξ]
x ∈ X , g = Φ(x), t ≥ xTΦ(x) ⇒ [t; g;x] ∈ Z,

so that all we need to get a K-representation of Φ is to represent Z as a projection onto the
plane of t, g, x-variables of the solution set of K-conic constraint in variables t, g, x and additional
variables. To this end note that for all (u, v) ∈ Ξ = U × V one has

ψ(u, v) = min
f,t,s,τ




fv + t :




τ ≥ 0, 1 ≥ f ≥ 0, s ≥ 0, t ≤ 1, s+ τ ≤ 1
[2s;u− f ;u+ f ] ∈ L3

[2(1− s); t− f ; t− f + 2] ∈ L3

[2;u− τ + 1;u+ τ + 1] ∈ L3




︸ ︷︷ ︸
⇔ (f,t,s,τ)∈Π+





(38)

and

−ψ(u, v) = min
f,t,s




fu+ t :




1 ≥ f ≥ 0, 0 ≤ s ≤ 1, t ≤ 1
[2s; v + 1− f ; v + 1 + f ] ∈ L3

[2(1− s); t− 1; t+ 1] ∈ L3




︸ ︷︷ ︸
⇔ (f,t,s)∈Π−




, (39)

see Section B for justification. Since Π± are nonempty convex compact sets, by the Sion-Kakutani
Theorem one has from (38):

max
ζ∈V

[ζe + ψ(u, ζ)] = max
0≤ζ≤V

min
f,t,s,τ

{[f + e]ζ + t : (f, t, s, τ ) ∈ Π+}

= min
f,t,s,τ

{
max

0≤ζ≤V
[f + e]ζ + t : (f, t, s, τ ) ∈ Π+

}

= min
f,t,s,τ

{max[0, V (f + e)] + t : (f, t, s, τ ) ∈ Π+} ,

and from (39):

max
ω∈U

[ωh− ψ(ω, v)] = max
0≤ω≤U

min
f,t,s

{[f + h]ω + t : (f, t, s) ∈ Π−}

= min
f,t,s

{
max

0≤ω≤U
[f + h]ω + t : (f, t, s) ∈ Π−

}

= min
f,t,s

{max[0, U(f + h)] + t : (f, t, s) ∈ Π−} .

As a result,

Z =

{
(t ∈ R, g = [h; e] ∈ R2, 0 ≤ x := [u; v] ≤ [U ;V ]) : ∃r, s, f±, t±, s±, τ :

t ≥ r + s, r ≥ max[0, V (f+ + e)] + t+, s ≥ max[0, U(f− + h)] + t−
(f+, t+, s+, τ ) ∈ Π+, (f−, t−, s−) ∈ Π−

}
.

Recalling what are Π±, we can straightforwardly represent Z as projection onto the space of
t, g, x-variables of a set given by a K-conic inequality, ending up with an explicit K-representation
of Φ.
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Remark 4.2 The just outlined construction can be used in the case of a general convex Nash Equilib-
rium problem where, given n convex compact sets Xi ⊂ Rki and n continuously differentiable functions
φi(x1, ..., xn) : X := X1 × ... ×Xn → R with φi convex in xi, concave in (x1, ..., xi−1, xi+1, ..., xn) and such
that

∑
i φi is convex, one is looking for Nash Equilibria—points x∗ = [x∗1; ...;x

∗
n] ∈ X such that for every i,

the function φi(x
∗
1, ..., x

∗
i−1, xi, x

∗
i+1, ..., x

∗
n) attains its minimum over xi ∈ Xi at xi = x∗i . As it was already

mentioned, these equilibria are exactly the weak=strong solutions to VI(F,X ) where the monotone vector

field F is given by F (x1, ..., xn) =
[
∂φ1(x)
∂x1

; ...; ∂φn(x)
∂xn

]
. Observing that the monotone vector fields

F i(x) =

[
−∂φi(x)

∂x1
; ...;−∂φi(x)

∂xi−1
;
∂φi(x)

∂xi
;−∂φi(x)

∂xi+1
; ...;−∂φi(x)

∂xn

]

associated with convex-concave functions φi and the monotone vector field F 0(x) = ∇ (
∑

i φi(x)) are linked
to F by the relation 2F =

∑n
i=0 F

i, we see that in order to get a K-representation of F , it suffices to have
at our disposal K-representations of F i, 0 ≤ i ≤ n. These latter representations, in good cases, can be built
according to recipes presented in items 2 and 3 of Section 4.3.1.

The latter remark puts in proper perspective the “red herring” illustration which by itself is of no actual
interest: setting s =

∑
i xi + 1, x ∈ X is a Nash Equilibrium if and only if

ci −
1

s
+
xi
s2

=
∂φi(x)

∂xi





≥ 0, xi = 0
= 0, 0 < xi < Xi

≤ 0, xi = Xi.

As a result, finding the equilibrium reduces to solving on the segment s ∈
[
1,
∑

iXi + 1
]
the univariate

equation

∑

i

xi(s) + 1 = s, xi(s) =





0, s(1− sci) < 0
s(1− sci), 0 ≤ s(1− sci) ≤ Xi

Xi, s(1− sci) > Xi.
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A Derivations for Section 4.3

A.1 Verification of “raw materials”

1. [Affine monotone vector field] Note first that the symmetric part Ā of A is � 0 due to the monotonicity
of F on E, so that (17) can be rewritten as a conic constraint on a direct product of properly selected
Lorentz cone and nonnegative orthant, and this direct product belongs to K. Second, when t, g, x solve
(17), for every y ∈ E one has xTAx = xT Āx, whence

t− yT g = t− yT [Ax+ a] = t− xT [Ax+ a]︸ ︷︷ ︸
=t−xT Āx−xTa≥0

−[y − x]T [Ax+ a] ≥ [x− y]T [Ax+ a] ≥ [x− y]T [Ay + a],

that is, [t; g;x] ∈ F [F,E], as required in item (i) of a representation of (F,E). Furthermore, when
x ∈ E, setting g = F (x) = Ax + a and t = xTF (x) = xT [Ax + a] = xT [Āx + a], we see that [t; g;x]
satisfy (17), as required in item (ii) of a representation of (F,E).
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2. [Gradient field of continuously differentiable K-representable convex function] Let

f∗(y) = sup
x∈X

[xT y − f(x)]

be the Fenchel transform of f :

f∗(y) = sup
x∈X

[xT y − f(x)] = sup
x∈X , s≥f(x)

[xT y − s]

= sup
x,u

[xT y − s : Ax+ sp+Qu ≤K a]

= min
λ

{
aTλ : ATλ = y, pTλ = −1, QTλ = 0, λ ≥K∗ 0

}
[by conic duality],

that is,
r ≥ f∗(g) ⇔ ∃λ : r ≥ aTλ,ATλ = g, pTλ = −1, QTλ = 0, λ ≥K∗ 0. (40)

Next, let

Z = {(t, g, x) : ∃s, r : s ≥ f(x), r ≥ f∗(g), s+ r ≤ t} (a)

=

{
(t, g, x) : ∃s, r, u, λ :

t ≥ s+ r, Ax+ sp+Qu ≤K a
r ≥ aTλ,ATλ = g, pTλ = −1, QTλ = 0, λ ≥K∗ 0

}
(b)

(41)

where (41.b) is due to (18) and (40). Thus, Z is the projection of the solution set of (19) on the space
of t, g, x-variables, and we should check that

(i) Z ⊂ F [f ′(·),X ], and

(ii) when x ∈ X , g = f ′(x), and t = xT f ′(x), we have [t; g;x] ∈ Z.

(i): Let (t, g, x) ∈ Z. We have t ≥ s + r for properly selected s ≥ f(x) and r ≥ f∗(g), whence for
y ∈ X it holds

t− gT y ≥ f(x) + f∗(g)− gT y ≥ f(x)− f(y) ≥ (x− y)T f ′(y),

that is, [t; g;x] ∈ F [f ′(·),X ]. (i) is proved.
(ii): Given x ∈ X , let us set g = f ′(x), t = xT g, s = f(x), r = f∗(g). We have

r = f∗(g) = sup
x′

{gTx′ − f(x′) : x′ ∈ X} = gTx− f(x)

(the concluding equality is due to g = f ′(x)); thus, t = r + s. Invoking (41.a), we conclude that
(t, g, x) ∈ Z. (ii) is proved.

3. [Monotone vector field associated with K-representable convex-concave function ψ]

Verifying (i):
1o. Let us show (23.a). Let (t, g = [h; e], x = [u; v]) ∈ Z, and let r, s be reals which, taken together
with t, g, x, form a feasible solution to the system of constraints in (22). For y = [w; z] ∈ X we have

t− yT g ≥ r + s− wTh− zT e [by (22.c)]
≥

[
zT e+ ψ(u, z)

]
+
[
wTh− ψ(w, v)

]
− wTh− zT e [by (22.a,b)]

= ψ(u, z)− ψ(w, v) = [ψ(u, z)− ψ(w, z)] + [ψ(w, z)− ψ(w, v)]
≥ [u− w]T∇uψ(w, z)− [v − z]T∇vψ(w, z) [because ψ is convex-concave]
= [x− y]TF (y),

implying that Z ⊂ F [F,X ].
2o. Let us now verify (23.b). Given x = [u; v] ∈ X , let us set

g = F (x) = [h; e], h = ∇uψ(u, v), e = −∇vψ(u, v); t̄ = xTF (x) = hTu+ eT v,

and let t > t̄. The function ζT e + ψ(u, ζ) of ζ ∈ V is concave, and its gradient w.r.t. ζ taken at the
point ζ = v vanishes, implying that

r̄ := vT e+ ψ(u, v) ≥ ζT e+ ψ(u, ζ) ∀ζ ∈ V .
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Similarly, the function ωTh−ψ(ω, v) of ω ∈ U is concave. and its gradient w.r.t. ω taken at the point
ω = u vanishes, implying that

s̄ := uTh− ψ(u, v) ≥ ωTh− ψ(ω, v) ∀ω ∈ U .

Observing that r̄ + s̄ = t̄ < t, we can find r > r̄ and s > s̄ in such a way that r + s ≤ t. Looking
at the constraints (22.a-c), we conclude that whenever x = [u; v] ∈ X and t > xTF (x), the triple
(t, g = F (x), x) can be augmented by r, s to satisfy all constraints (22.a-c), that is, (t, g, x) ∈ Z, as
claimed in (23.b).

Verifying (ii): Clearly, all we need in order to justify claim in (ii) is to show that the set

Z+ =

{
(g = [h; e], x = [u; v], r, s) : u ∈ U , v ∈ V , r > max

z∈V

[
zT e+ ψ(u, z)

]
, s > max

w∈U

[
wTh− ψ(w, v)

]}

is the projection of the solution set of the conic constraint




r ≥ θ + γT b+τ, η ≥ 0, θ ≥ 0, ηθ ≥ 1
s ≥ θ′ + cT δ + aT ǫ, η′ ≥ 0, θ′ ≥ 0, η′θ′ ≥ 1
Au+Bα ≤K a, Cv +Dβ ≤L b, Pf + τp+Qξ +Ru ≤M c
CTγ = f + e,DTγ = 0, γ ≥L∗ 0, ; δ ≥M∗ 0, ǫ ≥K∗ 0
PT δ + v = 0, pT δ = −1, QT δ = 0, RT δ +AT ǫ = h,BT ǫ = 0




(42)

in variables x = [u; v], g = [h; e], r, s, α, β, γ, f, τ, ξ, δ, ǫ, η, θ, η′, and θ′ on the plane of g = [h; e], x =
[u; v], r, s-variables. Here is the proof.
1o. Recall that V is convex and compact. Thus, we have

∀(x = [u; v] ∈ X , g = [h; e]) :

max
z∈V

[
zT e + ψ(u, z)

]
= max

z∈V

[
zT e+ inf

f,τ,ξ

[
fT z + τ : Pf + τp+Qξ +Ru ≤M c

]]
[by (21)]

= max
z∈V

inf
f,τ,ξ

[
(f + e)T z + τ : Pf + τp+Qξ +Ru ≤M c

]

= inf
f,τ,ξ

{
max
z∈V

(f + e)T z + τ : Pf + τp+Qξ +Ru ≤M c

}
[by the Sion-Kakutani Theorem]

= inf
f,τ,ξ

[
max
z,β

[
(f + e)T z + τ : Cz +Dβ ≤L b

]
: Pf + τp+Qξ +Ru ≤M c

]
[by (20.b)]

= inf
f,τ,ξ,γ

{
γT b+τ : CTγ = f + e,DTγ = 0, γ ≥L∗ 0, Pf + τp+Qξ +Ru ≤M c

}

[by conic duality; recall that (20.b) is essentially strictly feasible].

Together with (20) the latter relation results in

{
(x = [u; v], g = [h; e], r) : x ∈ X , r > max

z∈V

[
zT e+ ψ(u, z)

] }

=

{
(x = [u; v], g = [h; e], r) : ∃f, τ, ξ, α, β, γ :

r > γT b+τ, Au+Bα ≤K a, Cv +Dβ ≤L b, γ ≥L∗ 0
CTγ = f + e, DT γ = 0, Pf + τp+Qξ +Ru ≤M c

}

=

{
(x = [u; v], g = [h; e], r) : ∃f, τ, ξ, α, β, γ, η, θ :

r ≥ γT b+τ + θ, η ≥ 0, θ ≥ 0, ηθ ≥ 1
Au+Bα ≤K a, Cv +Dβ ≤L b, , γ ≥L∗ ,
CTγ = f + e, DT γ = 0, Pf + τp+Qξ +Ru ≤M c



 . (43)
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2o. When v ∈ V and h ∈ Rnu we have

max
w∈U

[
wTh− ψ(w, v)

]
= max

w∈U

[
wTh+ sup

f,τ,ξ

[
−fT v − τ : Pf + τp+Qξ +Rw ≤M c

]
]

[by (21)]

= sup
w,f,τ,ξ,α

[
wTh− fTv − τ : Pf + τp+Qξ +Rw ≤M c, Aw +Bα ≤K a

]
[by (20.a)]

= min
δ,ǫ

{
cT δ + aT ǫ :

PT δ + v = 0, pT δ = −1, QT δ = 0, RT δ +AT ǫ = h
BT ǫ = 0, δ ≥M∗ 0, ǫ ≥K∗ 0

}

[
by conic duality; recall that the K-representations (20.a)
of U and (21) of ψ are essentially strictly feasible.

]

Taken together with (20), the latter relation results in

{
(x = [u; v], g = [h; e], s) : x ∈ X , s > max

w∈U

[
hTw − ψ(w, u)

] }

=

{
(x = [u; v], g = [h; e], s) : ∃α, β, δ, ǫ :

s > cT δ + aT ǫ, Au+Bα ≤K a, Cv +Dβ ≤L b, δ ≥M∗ 0, ǫ ≥K∗ 0
PT δ + v = 0, pT δ = −1, QT δ = 0, RT δ +AT ǫ = h, BT ǫ = 0

}

=

{
(x = [u; v], g = [h; e], s) : ∃α, β, δ, ǫ, η′, θ′ :

s ≥ θ′ + cT δ + aT ǫ, η′ ≥ 0, θ′ ≥ 0, η′θ′ ≥ 1
Au+Bα ≤K a, Cv +Dβ ≤L b, δ ≥M∗ 0, ǫ ≥K∗ 0
PT δ + v = 0, pT δ = −1, QT δ = 0, RT δ +AT ǫ = h, BT ǫ = 0



 . (44)

Finally, (43) and (44) together imply that

Z+ :=

{
(g = [h; e], x = [u; v], r, s) : u ∈ U , v ∈ V , r > max

z∈V

[
zT e+ ψ(u, z)

]
, s > max

w∈U

[
wTh− ψ(v, u)

]}

=

{
(g = [h; e], x = [u; v], r, s) : ∃f, τ, ξ, α, β, γ, η, θ, δ, ǫ, η′, θ′ :

r ≥ θ + γT b+τ, η ≥ 0, θ ≥ 0, ηθ ≥ 1
s ≥ θ′ + cT δ + aT ǫ, η′ ≥ 0, θ′ ≥ 0, η′θ′ ≥ 1
Au+Bα ≤K a, Cv +Dβ ≤L b, Pf + τp+Qξ +Ru ≤M c, γ ≥L∗ 0, δ ≥M∗ 0, ǫ ≥K∗ 0
CTγ = f + e,DTγ = 0, PT δ + v = 0, pT δ = −1, QT δ = 0, RT δ +AT ǫ = h,BT ǫ = 0




,

as claimed in (42).

4. [Univariate monotone rational vector field] For evident reasons, it suffices to consider the case of
X = [0, 1]; recall that β(t) > 0 on X . Let degrees of α and β be µ and ν, respectively, and let

κ = max[µ, ν] + 1.

10. Consider the curves

δ(t) = [tF (t);F (t); t] =
1

β(t)
[tα(t);α(t); tβ(t)] : [0, 1] → R3, γ(t) =

1

β(t)

[
1; t; t2; ...; tκ

]
: [0, 1] → Rκ+1

For properly selected matrix A we have

δ(t) = Aγ(t), 0 ≤ t ≤ 1,

whence
Y := Conv{δ(t), 0 ≤ t ≤ 1} = AZ, Z = Conv{γ(t), 0 ≤ t ≤ 1}.
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We intend to build a semidefinite representation (SDR) of Y (i.e., K-representation with K comprised
of finite direct products of semidefinite cones). Semidefinite representability (and K-representability
in general) of a set is preserved when taking linear images: an SDR

Z = {z : ∃u : A(z, u) � 0} [A(z, u) is affine in [z;u] symmetric matrix]

of Z implies the representation

Y := AZ = {y : ∃[z;u] : y = Az,A(z, u) � 0},

and the system of the right hand side constraints can be written down as a Linear Matrix Inequality
in variable y and additional variables z, u. Thus, all we need is to build an SDR of Z.

20. We shall get SDR of Z from SDR of the “support cone”

P = {[p; q] ∈ Rκ+1 ×R : min
z∈Z

pT z − q ≥ 0} = {[p; q] : min
0≤t≤1

pTγ(t) ≥ q}

of Z.

Given p = [p0; p1; ...; pκ+1] ∈ Rκ+1, let, with a slight abuse of notation, p(t) =
∑κ

i=0 pit
i be the

polynomial with coefficients pi, 0 ≤ i ≤ κ. We have

[p; q] ∈ P ⇔ p(t)
β(t) ≥ q ∀t ∈ [0, 1]

⇔ (1+τ2)κp(τ2/(1+τ2))
(1+τ2)κβ(τ2/(1+τ2)) ≥ q ∀τ ∈ R

⇔ (1 + τ2)κp(τ2/(1 + τ2))− q(1 + τ2)κβ(τ2/(1 + τ2))︸ ︷︷ ︸
=:πp,q(τ)

≥ 0 ∀τ ∈ R.

Note that πp,q(τ) is a polynomial of τ of degree ≤ 2κ, and the vector πp,q of coefficients of polynomial
is linear in [p; q]: πp,q = P [p; q]. We see that P is the inverse image of the cone P2κ of coefficients of
polynomials of degree ≤ 2κ which are nonnegative on the entire axis:

P = {[p; q] : P [p; q] ∈ P2κ}.

As was observed by Yu. Nesterov [15], the cone P2κ is the linear image of the semidefinite cone Sκ+1
+ :

P2κ = {π ∈ R2κ+1 : ∃x = [xij ]0≤i,j≤κ ∈ Sκ+1
+ : [Qx]ℓ :=

∑

0≤i,j≤κ,
i+j=ℓ

xij = πℓ, 0 ≤ ℓ ≤ 2κ},

and we arrive at a semidefinite representation of P :

P = {[p; q] : ∃x ∈ Sκ+1 : x � 0 & Qx = P [p; q]}. (45)

We claim that this representation is essentially strictly feasible. Indeed, let p̄ = [1; 1; ...; 1] ∈ Rκ+1 and
q̄ = 0. Then

πp̄,q̄(τ) = (1 + τ2)κ
[
1 + τ2/(1 + τ2) + [τ2/(1 + τ2)]2 + ...+ [τ2/(1 + τ2)]κ

]
=

κ∑

i=0

ciτ
2i, ci > 0 ∀i,

implying that with x̄ = Diag{c0, c1, ..., cκ} ∈ Sκ+1 one has

P [p̄; q̄] = Qx̄ & x̄ ≻ 0.

That is, p̄, q̄, and x̄ satisfy all constraints in (45) and strictly satisfy the non-polyhedral constraint
x � 0, as required by essentially strict feasibility.
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30. Now we are done: by its origin, Z is a convex compact set and as such is convex and closed,
implying by duality that

Z = {z ∈ Rκ+1 : pT z − q ≥ 0 ∀[p; q] ∈ P}
=

{
z ∈ Rκ+1 : inf

p,q,x
{[pT z − q] : P [p; q]−Qx = 0, x � 0}≥ 0

}
[by(45)]

=
{
z ∈ Rκ+1 : ∃λ ∈ R2κ+1 : PTλ = [z;−1],Q∗λ � 0

}

[by semidefinite duality; λ 7→ Q∗λ : R2κ+1 → Sκ+1

is the conjugate of x 7→ Qx : Sκ+1 → R2κ+1],

and we arrive at the desired SDR of Z.

A.2 Verification of calculus rules

1. [Restriction on a K-representable set] Let (25) represent (F,X ). Suppose that [t; g;x] can be augmented
by u, v to solve (27). Then (t, g, x, u) solve (25), implying that [t; g;x] ∈ F [F,X ] by definition of K-
representability of (F,X ), and (x, v) solve (27), implying that x ∈ Y. Taking together, these inclusions
clearly imply that [t; g;x] ∈ F [F̄ ,Z], as required in item (i) of the definition of K-representation of
(F̄ ,Z). Next, when x ∈ Z, the triple [t := 〈F (x), x〉; g := F (x);x] can be augmented by u to solve (25)
(by item (ii) of the definition of K-representation of (F,X )), and because x ∈ Y, x can be augmented
by v to solve (26). Thus, t := 〈F (x), x〉, g := F (x), x can be augmented by (u, v) to solve (27), as
required in item (ii) of K-representability of (F̄ , Z). Thus, (27) indeed represents (F̄ ,Z). A completely
similar reasoning shows that if (25) almost represents (F,X ), then (27) almost represents (F̄ ,Z).

2. [Direct summation] When x = [x1; ...;xK ] ∈ X and g = F (x) = [g1; ...; gK ], gk = Fk(xk), tk = 〈xk, gk〉
and t =

∑
k tk = 〈g, x〉, there exist uk such that (29.a) take place (by item (ii) of the definition of

representation as applied to the representations in (28)), and (29.b) takes place as well, as required
in item (ii) of the definition of a representation of (F,X ). On the other hand, when x = [x1; ...;xK ],
g = [g1; ...; gk], and t can be augmented by uk and tk to solve (29.a) and (29.b), we have [tk; gk;xk] ∈
F [Fk,Xk], k ≤ K, whence for every y = [y1; ...; yK ] ∈ X it holds

tk − 〈gk, yk〉 ≥ 〈Fk(yk), xk − yk〉, k ≤ K.

When summing up the above inequalities over k, we get

t− 〈g, y〉 ≥ 〈F (y), x− y〉 ∀y ∈ X ,

that is, [t; g;x] ∈ F [F,X ], as required in item (i) of the definition of a representation of (F,X ).
The above reasoning, with evident modifications, shows the claim in the case of almost representations.

3. [Taking conic combinations] Let t, g, x can be augmented by uk, tk, gk, k ≤ K to solve (31). Then
[tk; gk;x] ∈ F [Fk,X ], implying that

tk − 〈gk, y〉 ≥ 〈Fk(y), x − y〉 ∀y ∈ X ;

multiplying both sides by αk and summing up over k, we get

t− 〈g, y〉 ≥ 〈F (y), x − y〉 ∀y ∈ X,

that is, [t; g;x] ∈ F [F,X ]. On the other hand, given x ∈ X , let us set gk = Fk(x) and tk = 〈Fk(x), x〉.
Since the k-th conic constraint in (31) represents (Fk,X ), there exist uk, k ≤ K, such that all relations
(31.a) take place. Setting t =

∑
k αktk, g =

∑
k αkgk, we, on one hand, satisfy (31.b-c), and, on the

other hand, obtain

t =
∑

k

αk〈Fk(x), x〉 = 〈F (x), x〉, g =
∑

k

αkgk = F (x),

the bottom line being that [〈F (x), x〉;F (x);x] can be augmented by uk, tk, gk to solve (31). Thus,
(31) indeed is a K-representation of (F,X ).
The above reasoning, with evident modifications, works in the case of almost representations.
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4. [Affine substitution of variables] Assume that τ, γ, ξ, g, t, u solve (33). Then t, g, x := Aξ+ a, u satisfy

Xx+Gg + tT + Uu ≤K a,

implying that x ∈ X and
t− 〈g, y〉 ≥ 〈F (y), x− y〉 ∀y ∈ X .

Recall that x = Aξ + a, x ∈ X , implies that ξ ∈ Ξ. Now, when η ∈ Ξ, setting y = Aη + a, we have
y ∈ X and

τ − 〈γ, η〉 = t− 〈g, a〉 − 〈AT g, η〉 = t− 〈g, y〉 ≥ 〈F (y), x− y〉
= 〈F (Aη + a), A(ξ − η)〉 = 〈Φ(η), ξ − η〉,

and since η ∈ Ξ is arbitrary, we get [τ ; γ; ξ] ∈ F [Φ,Ξ], as required in item (i) of the definition of
a representation of (Φ,Ξ). On the other hand, when ξ ∈ Ξ, γ = Φ(ξ), and τ = 〈Φ(ξ), ξ〉, setting
x = Aξ + a, we get x ∈ X . Next, when setting g = F (x), t = 〈F (x), x〉, we obtain γ = AT g and

τ = 〈F (x), x − a〉 = t− 〈g, a〉.

Besides this, by the origin of t, g, x and item (ii) of the definition of K-representation, as applied to
(32), there exists u such that t, g, x, u satisfy (32). The bottom line is that ξ, γ, τ can be augmented
by t, g, u to solve (33), that is, (33) meets item (ii) of definition of K-representation of (Φ,Ξ).
The above reasoning, with evident modifications, works in the case of almost representations.

B Verifying (38) and (39)

A. Let us prove that for all u ∈ U = [0, U ], v ∈ V = [0, V ] one has

ψ(u, v) = − u

u+ v + 1

= min
f,t,s

{
fv + t : 1 ≥ f ≥ 0, 0 ≤ s ≤

√
uf, s+

1

u+ 1
≤ 1, t− f ≥ (1− s)2 − 1, t ≤ 1

}

= min
f,t,s;,τ





fv + t :

1 ≥ f ≥ 0, s ≥ 0, t ≤ 1, τ ≥ 0, s+ τ ≤ 1
[2s;u− f ;u+ f ] ∈ L3

︸ ︷︷ ︸
⇔s2≤uf when u + f ≥ 0

[2(1− s); t− f ; t− f + 2] ∈ L3

︸ ︷︷ ︸
⇔(1−s)2≤t−f+1 when t − f + 2 ≥ 0

[2;u− τ + 1;u+ τ + 1] ∈ L3

︸ ︷︷ ︸
⇔(u+1)τ≥1 when u + τ + 1 ≥ 0





.

Indeed, for u ∈ U and v ∈ V we have

min
f,t,s

{
fv + t : 1 ≥ f ≥ 0, 0 ≤ s ≤ √

uf, s+ 1
u+1 ≤ 1, t− f ≥ (1− s)2 − 1, t ≤ 1

}

= min
f

{
fv + f − 2s̄(f) + s̄(f)2 : 1 ≥ f ≥ 0, s̄(f) = min

[
u

u+1 ,
√
uf
]}

= min

[
min

0≤f≤u/(u+1)2

{
fv + f − 2

√
uf + uf

}
, min
1≥f≥u/(u+1)2

{
fv + f − 2u

u+1 + u2

(u+1)2

}]

= min
[
− u

u+v+1 ,
u(v+1)−2u−u2

(u+1)2

]
= umin

[
− 1

v+(u+1) ,
v−(u+1)
(u+1)2

]
= u

v+u+1 min
[
−1, v

2−(u+1)2

(u+1)2

]

= ψ(u, v),

as claimed.
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B. Now let us show that for all u ∈ U = [0, U ], v ∈ V = [0, V ]

−ψ(u, v) :=
u

u+ v + 1

= min
f,t,s

{
fu+ t : 1 ≥ f ≥ 0, 0 ≤ s ≤

√
(v + 1)f, s ≤ 1, 1 ≥ t ≥ (1 − s)2

}

= min
f,t,s





fu+ t :

1 ≥ f ≥ 0, 0 ≤ s ≤ 1, t ≤ 1
[2s; v + 1− f ; v + 1 + f ] ∈ L3

︸ ︷︷ ︸
⇔s2≤(v+1)f when v + 1 + f ≥ 0

[2(1− s); t− 1; t+ 1] ∈ L3

︸ ︷︷ ︸
⇔(1−s)2≤t





Indeed, for u ∈ U and v ∈ Q we have

min
f,t,s

{
fu+ t : 1 ≥ f ≥ 0, 0 ≤ s ≤

√
(v + 1)f, s ≤ 1, 1 ≥ t ≥ (1− s)2

}

= min
f,s

{
fu+ (1− s)2 : 1 ≥ f ≥ 0, 0 ≤ s ≤

√
(v + 1)f, s ≤ 1

}

= min
f

{
fu+ (1− s̄(f))2 : 1 ≥ f ≥ 0, s̄(f) = min[

√
(v + 1)f, 1]

}

= min

[
min

0≤f≤1/(v+1)
{fu+ 1− 2

√
(v + 1)f + (v + 1)f}, min

1≥f≥1/(v+1)
{fu}

]

= min
[

u
u+v+1 ,

u
v+1

]
= u

u+v+1 = −ψ(u, v),

as claimed. �
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