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ABSTRACT

We present a modification of a primal-dual algorithm [7] based on a mixed aug-
mented Lagrangian and a log-barrier penalty function. The goal of this new feature
is to quickly detect infeasibility. An additional parameter is introduced to balance
the minimization of the objective function and the realization of the constraints. The
rules of updating the parameters are based on [8]. The global convergence of the
modified algorithm is analysed under mild assumptions. We also show that under
a suitable choice of the parameters along the iterations, the rate of convergence of
the algorithm to an infeasible stationary point is superlinear. This is the first local
convergence result for the class of interior point methods in the infeasible case. We
finally report some numerical experiments to show that this new algorithm is quite
efficient to detect infeasibility and does not deteriorate the overall behavior in the
general case.

KEYWORDS
infeasibility detection, nonlinear optimization, primal-dual methods, interior-point
method, augmented Lagrangian method

1. Introduction

Nonlinear optimization algorithms focus on two tasks: minimizing the objective func-
tion and satisfying the constraints. When the set of the optimal solutions is nonempty,
many efficient algorithms in the literature are designed to find a local optimal solution
of the optimization problem. On the other hand, infeasible instances also appear quite
a lot. They can arise, for example, in mathematical modeling, by varying the param-
eters of a model to study the system response. Infeasibility may also appear when
solving a sequence of subproblems in an algorithm like a branch-and-bound method.
Even if the problem is feasible, a numerical optimization algorithm may encounter
difficulties in finding a feasible point. In that case it would be nice to quickly return
an infeasible stationary point, to avoid long sequence of iterations or convergence to a
spurious solution. In this context, a rapid infeasibility detection becomes an important
issue in nonlinear optimization.

In the literature, a variety of algorithms using different approaches has been pro-
posed to handle infeasibility. Martinez and Prudente [21], Birgin et al. [9, 10] and
Gongalves et al. [19] investigated infeasibility detection for augmented Lagrangian al-
gorithms. Byrd et al. [12] and Burke et al. [11] have also proposed infeasibility detection
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strategies for sequential quadratic programming methods. Especially, local convergence
analyses in the infeasible case have been done in these papers. In the framework of in-
terior point method, the solver IPOPT [25], which is a filter line search algorithm, uses
a feasibility restoration phase. Besides finding a new acceptable iterate to the filter, a
feature of this phase is to detect (local) infeasibility. The local convergence of IPOPT
near an infeasible stationary point was not made. The algorithm of Curtis [14] is a
combination of a penalty method and an interior point method. The numerical results
showed that this approach is efficient to detect infeasibility. Nocedal et al. [22] pre-
sented a trust region interior point method with two phases: a main phase (solution of
the barrier problem with a decrease of the barrier parameter) and the feasibility phase
(minimization the feasibility violation measure). Numerical experiments showed that
the new method is better than the older one KNITRO/CG [13] in detecting infeasible
problems and there is no loss of robustness in solving feasible problems. Despite good
numerical results obtained, there is no complete global or local convergence analysis
for two latter algorithms ([14, 22]).

Recently, Armand and Omheni [7] proposed a nonlinear optimization algorithm,
called SPDOPT, which is a mix of an interior point method and of an augmented
Lagrangian method. The capability of this algorithm to detect infeasibility is closely
related to the behaviors of the penalty parameter and of the dual variables. In particu-
lar, an infeasible stationary point can be detected when the sequence of dual variables
tends to infinity and the penalty parameter converges to zero. Nevertheless, a fast
infeasibility detection has not been observed in practice or theoretically proved for
this algorithm. This fact motivated us to modify SPDOPT in order to accelerate the
infeasibility detection without losing its good performances in the feasible case. More
specifically, a new parameter, called the feasibility parameter, is introduced to balance
the minimization of the barrier function and the realization of the equality constraints.
If a nearly feasible point is detected, the feasibility parameter remains constant and
our algorithm acts as the original algorithm. When the algorithm tends to an infeasible
stationary point, the feasibility parameter acts as a barrier parameter. In this case,
the exact solution of the perturbed system parametrized by the feasibility parameter
defines a smooth trajectory. With a suitable rule of updating the feasibility parame-
ter, the iterates tangentially follow this trajectory. Consequently, when the sequence
of iterates converges to an infeasible stationary point, the algorithm can achieve a
superlinear rate of convergence. To the best of our knowledge, this is the first lo-
cal convergence analysis in the infeasible case related to interior point methods. The
idea to introduce a new parameter is inspired from [8]. This one is a modification of
SPDOPT-AL [6]. Besides analyzing the local convergence near an infeasible station-
ary point, numerical experiments demonstrated a better performance of the modified
algorithm compared with the predecessor in detecting infeasibility.

The paper is organized as follows. The current section is an introduction with some
notations which will be used throughout the paper. The algorithm is described in the
next section. Section 3 and Section 4 are devoted to the global and the local conver-
gence analysis. The implementation of our algorithm and some numerical experiments
are reported in the last section.

Notation

Vector inequalities are understood componentwise. For a vector x, the capital letter
stands for the diagonal matrix X = diag(z) and the ith component of this vector is



denoted by [z]; or simply x; when there is no ambiguity. The letter e is used for the
vector of all ones. For two real vectors = and y of same lengths in R™, 2"y is their
Euclidean scalar product and ||z|| = (z'x)'/? is the associated norm. The Hadamard
product of two vectors x and y is defined by [z o y]; = [z];[y]; for all indices i. The
notation x | y means that the vectors x and y are orthogonal. For a real matrix M, the
induced matrix norm is ||M || = max{|[Md|| : ||d|| < 1}. The inertia of a real symmetric
matrix M, denoted In(M) := (14, t—,tp), is the numbers of positive, negative and null
eigenvalues. For a function f and an iterate zj, to simplify the notation we denote
fr = f(xk). Likewise, f* stands for f(x*), and so on. The positive part of a real number
r is defined by r* = max{r,0}. Let {ax} and {bx} be nonnegative scalar sequences.
We write a;, = O(by), or equivalently by, = Q(ay), if there exists a constant ¢ > 0 such
that a < cby for all k € N. We also write ar = ©(by) if ar, = O(bg) and a = Q(bg).
The notation ay = o(bg) means that there exists a positive sequence {e;} converging
to zero such that a; = €;by, for all k£ € N.

2. Algorithm
Consider the following nonlinear optimization problem:

minimize f(z) subject to ¢(z) = 0and z > 0, (1)

rER™

where f : R®™ — R and ¢ : R® — R" are twice continuously differentiable functions.
Any optimization problem with equality and inequality constraints can be formulated
under this form by possibly adding slack variables and splitting free variables. Let us
recall some basic definitions about stationarity. A point € R" is called a Fritz-John
(FJ) point of problem (1) if there exists a nonzero vector (u,y, z) € R x R™ x R™ such
that

ug(z) + A(x)y—2=0, ©u>0, cx)=0 and 0<z L z>0,

where we denote g(x) = V f(z) the gradient of f at x and A(x) = Ve(x) the transpose
of the Jacobian matrix of ¢ at . When u > 0, a FJ point z is called a Karush-Kuhn-
Tucker (KKT) point. By dividing the first equation by u, we see that y/u and z/u
are the vectors of Lagrange multipliers associated with the equality and the bound
constraints. Whenever v = 0, a FJ point z is called a singular stationary point.
Equivalently, a singular stationary point is a feasible solution for (1) at which the
Mangasarian-Fromovitz constraint qualification (MFCQ) does not hold. The point z
is called an infeasible stationary point, if there exists z € R™ such that

c(x) #0, A(x)e(x)—z=0 and 0<z Ll z>0.

In other words, an infeasible stationary point is not feasible for (1), but is a KKT
point for the feasibility problem

minimize |[c(z)||> subject to z > 0. (2)
TER™



To the problem (1), we associate the mixed penalty function

onon(®) = pf(x) + AT e() + 55 lle(@)||* — pu Y, log i, (3)

where p > 0 is the feasibility parameter, A € R™ is an estimate of the vector of
Lagrange multipliers associated with the equality constraints, o > 0 is the quadratic
penalty parameter and p > 0 is the barrier parameter. This penalty function is a
mixed of the augmented Lagrangian and of the logarithmic barrier function. It can be
interpreted as the augmented Lagrangian associated with the log-barrier problem

miniﬂr{lize p(f(x) —p>_;logx;), subject to c(x) = 0. (4)
TeR™

The first order optimality conditions for (3) are
pg(x) + A(@) (A + Ze(x)) — puX~'e = 0. (5)

By introducing the dual variables y = A + %c(m) and z = puX le, the equation (5) is
equivalently formulated as

pg(x) + A(z)y — 2
O(w, A, p,op) = | clx)+o(A—y) | =0, (6)
XZe — pue

where w := (z,y,2) € RV, with N = n + m + n. This primal-dual system of equation
can be seen as a perturbation of the FJ optimality conditions of problem (1). The
equality constraints is perturbed thanks to the term o (A — y). Note that when A =y,
this system is the primal-dual optimality system associated with the problem (4). Each
complementarity products is perturbed thanks to the term pu. An important feature
of our approach is that each time the parameters are updated, either p is reduced, or
w is reduced, but not both. We will see that, under some usual regularity assumptions,
this allows to guarantee the superlinear convergence in case of convergence to a local
minimum or to an infeasible stationary point.

The algorithm involves applying a Newton-type method for the solution of the
system ® = 0, while updating the parameters along the iterations to control the
convergence to a FJ point or to an infeasible stationary point. There are two kinds of
iteration: outer and inner. At an outer iteration, the parameters are updated, while at
an inner iteration the parameters are kept constant. At each iteration, outer or inner,
a candidate iterate w™ is computed as a solution of the following linear system:

+

JP,975(w)(w - ’UJ) = _(b(wv )‘7 P, 0, :u)

where the matrix is defined as

Hp,@(xay) A(l‘) —1
Joos(w):=| A" -6 0 |,
A 0 X



with
H,o(x,y) = pV2f(2) + > y:V7ei(x) +61.
=1

The regularization parameters # > 0 and § > 0 are chosen such that the matrix

1
Kpps(w) = Hyp(z,y)+ X 'Z+ SA(a:)A(:c)T

is positive definite. This property implies that not only the matrix J, ¢ 5(w) is nonsin-
gular, but also that the solution of the linear system solved during the inner iterations
is a descend direction for some merit function.

We now describe in detail the outer iteration algorithm. At the beginning, a starting
point wo = (0, Yo, 20) € R?™ satisfying vg = (0, 20) > 0 is chosen, then we set
Ao = yo. Besides, we choose o9 > 0, g > 0, po = 1 and four constants «, d, 7 € (0,1)
and | € N. The outer iteration counter is set to k = 0. A feasibility tolerance ¢ > 0
must be chosen. A flag is used to indicate if the algorithm is in the feasibility detection
phase (F = 1) or not (F = 0). Initially F = 1, then this value is kept until a feasible, or
nearly feasible, point has been detected. The index i, stores the last iteration number
prior to k at which inequality (7) is satisfied. It is initialized to iy = 0.

The algorithm can be seen as an extension of [7, Algorithm 1]. The first four steps are
related to the updating of the parameters and are drawn from the feasibility detection
algorithm for the equality constrained case proposed in [8].

The first step aims to detect a feasible or nearly feasible point. Whenever this is
the case, the flag is set to F = 0 and this value is kept for all further iterations. In this
case, the algorithm is exactly the same as [7, Algorithm 1]. In particular, the sequence
{pr} is eventually constant. It is worth noting that this switching mechanism is nec-
essary to avoid the undesirable situation in which the condition (7) is alternatively
satisfied and not satisfied an infinite number of times, for example when the feasi-
bility measure decreases very slowly. In this case, it would be difficult to distinguish
between a convergence to a KKT point or to a singular stationary point. Moreover,
in practice, a point is deemed to be feasible if the norm of the constraints is smaller
than some predefined tolerance. Suppose, for example, that we want to minimize x in
R, subject to the constraint e < 0. Most of well established softwares for nonlinear
numerical optimization return a message like “optimal solution found” when solving
this problem. Hence, it seems natural to state that the problem is feasible, whenever
the feasibility tolerance is small enough.

Depending on the reduction of the feasibility measure, the trial values pz and p;
for the feasibility and barrier parameters, as well as the new values oy1 and ;41 for
the augmented Lagrangian parameters, are chosen. If the inequality (7) is satisfied, the
feasibility parameter is kept constant, new values the barrier and quadratic penalty
parameters are chosen, the Lagrange multiplier estimate is set to the current value of
the dual variable. As shown in [6], from a theoretical point of view and in practice, it is
better to force the convergence of {0} to zero to get a rapid rate of convergence. On the
other hand, if the condition (7) is not satisfied, then there are two situations. The first
situation is when the algorithm is still in the feasibility detection phase (F = 1). In that
case, the feasibility parameter is sufficiently reduced, while the barrier and quadratic
penalty parameters are kept constant, and then the Lagrange multiplier estimate is
rescaled. When these updates are always done from some iteration, this scaling of the



Algorithm 1 (kth outer iteration)

(1) If ||cg]| <€, then set F = 0.
(2) Choose ( > 0 such that {(x} — 0. If k=0 or

llewll < wmax{lle;, || - (k — )T <j <k} + G (7)

then set i1 = k and go to Step 4, otherwise set 1511 = ix.
(3) If F = 1, then choose 0 < p; < dpy and set op11 = Uk,,u; = gy Apt1 = pzr)\k,
else set p,j = pg, choose 0 < g1 < doy,0 < uz < duy, and set Agr1 = Ag.
Go to Step 5.
(4) Set p,j = pk, choose 0 < gp41 < 0of and 0 < u,j < dpg. Set Ag11 = Y.
5) If pi” = pg, then choose 6, = else set 0 = 0. Choose regularization
( Pr = Pk [1k) k= Ok g
parameter 0 > 0 such that K+ o 5 (wg) = 0. Set Jy = J,+ o 5 (wg). Compute

w,j by solving the linear system
Jp(wi — wi) = =®(wr, Ay 1, P Ok 1, 1177)- (8)
(6) Choose 1 € [T, 1[. Compute ay as the largest o € (0, 1] such that
v + oz(vk+ —vg) > (1 — 13 vg, (9)

where vy = (2k,2;). Choose a vector ar = (af,a},zf) € |ax, 1]V such that
vg +aj o (v —wvy) > 0, where a} = (af, ai).
(7) Set Wy = wi + ay o (wy| — wk), (Pk41, we1) = (Prs k) + r(py — pres 11 — k)
(8) Choose g, > 0 such that {ex} — 0. If || ®(Wk, Ak+1, Pk+1, Ok+1, k+1) || < €k, then
set w11 = Wg. Otherwise, apply the inner iteration algorithm to find w1 such
that

| (Wht1, Met1s Pht1s Okt 1, k1) || < €k (10)

Lagrange multiplier estimate is useful for the convergence of the iterates to an infeasible
stationary point (see Theorem 3.1-ii). The second situation is when the algorithm has
left the feasibility detection phase (F = 0). In that case, the feasibility parameter is
kept constant, the barrier parameter is reduced as in a standard interior point method,
the quadratic penalty parameter is also reduced to penalize the constraints violation
and the Lagrange multiplier estimate is kept constant as in a classical augmented
Lagrangian algorithm.

At Step 5, the choice of the regularization parameter §; of the regularized Jacobian
matrix is done as follows. When the feasibility parameter is unchanged, because (7) is
satisfied or F = 0, we set 0 = Q(ug). This choice is imposed by the global convergence
theory of the algorithm in the feasible case, see [5, Theorem 3.3] and [7, Theorem 4.2].
In case the feasibility parameter is reduced, we set d = 0. This choice is motivated
to get a rapid convergence when the sequence of iterates converges to an infeasible
stationary point, see Lemma 4.3 below.

Once the Newton iterate w,j is computed at Step 5, the fraction to the boundary
rule is applied to ensure the positivity of the primal and dual variables. As in [5],
the step length can be selected componentwise to calculate the trial iterate wy. The



values of barrier and feasibility parameters are then updated according to formulae at
Step 7. These formulae avoid too large discrepancies between the magnitude of these
parameters and the one of ||®|| and increase robustness [4].

Finally, at Step 8, if the trial iterate w;, satisfies a sufficient reduction of the residual
norm of the perturbed optimality conditions, then wy.1 = wg. If this is not the case,
a sequence of inner iterations with all the parameters fixed to their current values will
be carried out to find the new iterate wyy1.

The inner iteration algorithm is a backtracking line search applied to the primal-dual
merit function

Mp,/\,a,u(w) = Sop,A,a,u(fv) + V1¢o,)\(x7 y) + V27Tp,u($> z)

where ¢, 5 5., () is defined by (3),

1 p
Yor(@,y) = lle@) + oA —p)|* and mppu(r,2) = 2Tz —pu ) log(wiz),
=1

where v1 > 0,15 > 0 are scaling parameters. This is motivated by the fact that the
first order optimality conditions for minimizing this merit function correspond to (6).
We refer the reader to [7, Algorithm 2| for a complete description of this algorithm.
To simplify the presentation, we consider that the quadratic parameter g1 remains
constant all along the inner iterations, while in [7] it can be increased. This choice has
no impact from the theoretical point of view and in our numerical experiments, the
value of this parameter is allowed to increase during the inner iterations. It has been
shown that if the sequence of primal inner iterates remains in a compact set, then the
inner iteration algorithm succeeds in finding an iterate that satisfies (10) after a finite
number of iterations [7, Theorem 4.1].

We end this section by showing some properties related to the behavior of the
parameters with respect to the feasibility detection by means of the criterion (7).

Lemma 2.1. Assume that Algorithm 1 generates an infinite sequence of iterates {wy}.
Let K C N be the set of iteration indices at which the inequality (7) is satisfied.

(i) If K is infinite, then {c treic converges to zero and {py} is eventually constant.
(i) If IC is finite, then liminf |[cg| > 0.

In addition, suppose that the sequence {HpI,Hk (Tk, Yk)» 9k, Ak} is bounded and that the
matrices K o B0 (wg) are uniformly positive definite for k € N.

(iii) If KC is infinite, then the sequence {uy} converges to zero.
() If K is finite, then the sequences {oxpr} and {oxAr} converge to zero.

Proof. The outcomes (i) and (i7) are proved in [8, Lemma 1], while (i) is a direct
consequence of [7, Theorem 4.2 (iv)].

To prove (iv), suppose that K is finite and let us define kg := max K. Two cases are
considered. The first case is when ||cx|| < € at some iteration k. We then have F = 0
for all further iterations. The update of the parameters at Step 3 implies that both
sequences {pr} and {\;} are eventually constant and {o}} tends to zero. It follows
that the two sequences {ogpr} and {ox A} converge to zero. The second case is when
llck|| > € for all k& € N, which implies that F = 1 at each iteration. In that case, for
all k > ko +1, p < dpk, 01 = kg, piki1 = fir, and [ A || < dogl| Al < dogllyr, |-



By using similar arguments as in the proof of [7, Theorem 4.2 (iv)] and [5, Theorem
3.3], we will show that {px} converges to zero, which will imply that the two sequences
{okpr} and {ox A} converge to zero. The proof is by contradiction by supposing that
{pr} is bounded away from zero by some constant p > 0. For all k > ko, we have
pi < dpy with d € (0,1). From Step 7 of Algorithm 1, for all k > ky we have

pei1 = pr+ax(pd — pr)
< (1-(1—d)ag)pk.

Because {pr} is supposed to be bounded away from zero, this inequality implies that
{ar} converges to zero. We will get a contradiction by showing that {ay} is bounded
away from zero. The inequality (33) in [7, Theorem 4.2] shows that for all k large
enough, we have

,7__
= < oy
T+ g~ will/ V7

(11)

Recall that the inequality (10) is satisfied at each iteration with a sequence {e;} going
to zero. Therefore, the sequence {®(wy, Ak, pk, ok, k) } converges to zero. In particular,
{XiZre — prure} tends to zero. Consequently, for k large enough

ko

[]i[z]i > p/; , foralli=1,...,n.

Keeping in mind all the assumptions and the previous lower bound on {zj o 24}, [2,
Theorem 1] shows that there exists a constant K7 > 0, such that for all k£ >0

1,5 .5, (wie) T < K1 (12)

From the definition of ®(-), for all & > 0 we have

q)(wkv Ak+17p:7o—k+1vulj;—) = ¢)<wkaAkapk70—k+lnu’:)
+ (o8 = pe)gn s et Vi — M) T, (o — ol e )T

By using (8), (10), (12) and noting that oj41 = 0% = gy, U = ftk = ko> Me+1 = P Mk
and PZ < pr < 1, for k large enough we then get

lwyf = well = 117+ g, 6, (W) " ®(wr, At o, Oy, 1) |

< K1 (|| ®(wg, M, pis ks )| + 1ok — o3 [ (9wl + tollel]) + org Lo — LI Ak])
< Ki(er + llgrll + prollell 4 or, | Ax]])-

Because {e} tends to zero, {gr} is bounded and || < dl|yk,||, we deduce that
||w;f —wg|| is bounded from above, which contradicts inequality (11) and the fact that
{ay} is supposed to converge to zero. We then deduce that py — 0, which completes
the proof of (iv). O



3. Global convergence analysis

For the global convergence of the inner iterations see [7, Theorem 4.1]. Roughly speak-
ing, this theorem shows that under some standard assumptions, the inner iteration
algorithm is able to find a new iterate wy1 satisfying the stopping test (10) after a
finite number of iterations. Hence, we can assume that the inner iteration algorithm
successfully terminates each time it is called at Step 8.

We then have the following result about the global convergence of Algorithm 1.

Theorem 3.1. Assume that all the assumptions of Lemma 2.1 are satisfied and that
Algorithm 1 generates an infinite sequence {wy}. Let K C N be the set of iteration
indices for which the condition (7) is satisfied.

(i) If K is infinite, then p = p > 0 for k large enough and the iterates approach
stationary of the problem (1), i.e., the sequences {pgr + Aryx — 2k}, {ck}xc and
{ Xz} converge to zero.

(i) If K is finite, then {|ck||} is bounded away from zero and the sequence of pri-
mal iterates approaches stationarity of the feasibility problem, i.e., there exists a
sequence {uy} C R} such that lim ||(Agcp — ug, Xpug)|| = 0.

Proof. Let us denote @y := ®(wg, g, pi, ok, pr:) for k € N. Step 8 of Algorithm 1
implies that {®y} converges to zero.

Suppose that K is infinite. Lemma 2.1-(i) shows that {cx}x tends to zero and that
pr = p for sufficiently large k. The first block of ® is prgr + Aryr — 2k, therefore
lim pgr + Akyr — zr = 0. The third block of @y is X Zre — prure. Lemma 2.1-(iii)
implies that {uy} tends to zero. Therefore { Xz} tends to zero, which concludes the
proof of outcome (i).

Suppose now that K is finite. Lemma 2.1-(ii) implies that the sequence {||cg|} is
bounded away from zero. Let us define uy := opzp > 0 for k € N. For all k£ € N, we
have

Aper, — up = 0 (pege + Aryr — 2k) — okprge + Ar(ck + oM — i) — oL ARk

and
Xpup = op(XpZre — prpure) + orprpiie-
By taking the norm on both sides, for all £ we then get
[Arcr — ull + [| Xpurll < 2ok + llgrll + 2/ Axll + pxlel]) max{{[|@r |, orpr, orl| Arl}-

By assumptions, the sequences {g} and {Ax} are bounded. The first assertion of this
proof and Lemma 2.1-(iv) imply that the second term of this inequality tends to zero.
We then deduce that {(Agck —uk, Xpux)} converges to zero, which ends the proof. [

The next result summarizes the behavior of the Algorithm 1 under a mild and usual
assumption about the boundedness of the sequence of primal iterates.

Theorem 3.2. Assume that Algorithm 1 generates an infinite sequence of iterates
{wg} such that {xy} lies in a compact set. Assume also that the regularization param-
eters chosen at Step 5 are such that the matrices K oF B (wg) are uniformly positive
definite for k € N.



(i) Any feasible limit point of {xy} is a Fritz-John point of problem (1).
(i) If {xx} has no feasible limit point, then any limit point is an infeasible stationary
point of problem (1).

Proof. The compactness assumption implies that the sequence {(gx, Ax)} is bounded.

Assume that {z;} has a feasible limit point z, i.e., ¢ = 0. Lemma 2.1-(ii) implies
that the updating condition (7) is satisfied an infinite number of times. Let I C N such
that limg x5 = Z. From Lemma 2.1-(i), we have p;, = p for k large enough. We consider
two situations regarding the boundedness of the sequence {yx }x. Suppose that {yx}x
is bounded. With the compactness of {z)} we have that the sequence {H+ o (%, y)}
is bounded and so Theorem 3.1 applies. The sequence {z} is also bounded. Indeed,
for all £ € N, we have

2kl < llprgr + Arye — 2&ll + | Prgr + Akyrl-

The first term on the right hand side tends to zero and the second one is bounded. Con-
sequently, by virtue of Theorem (3.1)-(i), any limit point of the sequence {x, yx, zx }
satisfies the FJ conditions. Because p > 0, z is a KKT point of problem (1). The sec-

ond situation is when {yi }« is unbounded. For all k € K, let (ag,by) := ”8’2’2’;;”. Note

that by > 0, because of Step 6 of Algorithm 1. By taking a subsequence if necessary,
we can assume that limy (ag, by) = (@, b) # 0, with b > 0. For all £k € N we have

1
| Arar — bill < —— (lprgr + Aryr — 2]l + | Pxgwll)
(Y, 21) |

Because {prgr + Aryr — 21} converges to zero, {gx} is bounded, {p;} is eventually
constant and {yx }« is unbounded, we get Aa — b = 0. For all kK € N we have

1
| Xibe|| = 5 (| XuZre — prprel + prillel)
(Y 1)l

Because {XZre — prure} tends to zero and {(yg, zx)}x is unbounded, we also get
Xb = 0. We can conclude that 7 is a singular stationary point of problem (1).

Let us now consider the second outcome for which any limit point of {zj} is infea-
sible. It follows from Lemma 2.1-(i) that the Step 3 of Algorithm 1 is executed at all
iteration k > kg for some kg € N. There are two cases depending on the boundedness
of {yx}. If {yx} is bounded, then the sequence {H+ o (x,y)} is bounded. Therefore,
Theorem 3.1-(ii) shows that any limit point Z of {z} is an infeasible stationary point
of (1). In the second case, {yx} is unbounded. From the convergence to zero of the
sequence {cx + or(Arx — yx)} and the boundedness of {A;} (since [|[Ax| < || A, || for
all k > ko), we deduce that the sequence {0y} tends to zero. As a consequence, the
sequences {oppr} and {oxA;} converge to zero. We then obtain the same conclusion
as Lemma 2.1-(iv). It suffices to repeat the proof of Theorem (3.1)-(ii) to show that
any limit point {x} is an infeasible stationary point of (1). O

4. Asymptotic behavior

There are two cases to analyse. The first one is when {wy} converges to a primal-
dual solution of problem (1). Because the flag F is switched to zero at some iteration,
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the feasibility parameter becomes constant after a finite number of iterations. Conse-
quently, the analysis in [23, Section 1.4] can be directly applied to demonstrate that
under some classical assumptions and a suitable choice of the parameters, the rate of
convergence of the sequence {wy} is superlinear. The second case is when Algorithm 1
generates a convergent sequence {zj} to an infeasible stationary point z* € R™ of the
problem (1). This section concentrates to this case.

4.1. Assumptions and basic results

The first assumption is about the regularity of the problem data. This assumption is
standard in our framework.

Assumption 1. The function f and c are twice continuously differentiable and their
second derivatives are Lipschitz continuous over an open neighborhood of z*.

To analyse the rate of convergence of the sequence of iterates to an infeasible sta-
tionary point, a natural assumption is that the whole sequence of iterates converges
to such a point.

Assumption 2. Algorithm 1 generates an infinite sequence {wy} which converges to
w* = (x*,y*, 2%) € R2"™ where x* is an infeasible stationary point of problem (1).

This assumption implies that the algorithm always stays in feasibility detection
phase, i.e., the feasibility flag keeps the value F = 1 all along the iterations. More
precisely, some direct consequences are the following.

Lemma 4.1. Under Assumption 2, F = 1 at each iteration, there exists kg € N such
that for all k > ko, o, = 0 := o, > 0 and pp = p:= ux, > 0, {pr} converges to zero
and [ M|l = olo}).

Proof. Assumption 2 implies that {cx} is bounded away from zero. By virtue of
Lemma 2.1-(i), the inequality (7) is satisfied only a finite number of times. It follows
that Step 3 of Algorithm 1 is always executed for k sufficiently large. For all k € N,
we have

ekl < llew + ok (M — i)l + orl| Akl + o llykl|-

Inequality (10) implies that the first term of the right-hand side tends to zero. The
update of A\ at Step 3 implies that {\;} remains bounded. Since {y;} is supposed to
be convergent, the sequence {0y} cannot go to zero, which implies that F = 1 at each
iteration. Hence, there exists k9 € N such that for all k > ko, o, = og,, x = pr, and
)\Hl/p/{@|r = p:fl...p;o Ak, By using the same arguments as in the proof of Lemma 2.1-
(iv), we deduce that the sequence {px} converge to zero. Thank to the fact that
Pr_1 < prs we get [ Merall = o(p))- [

For w = (x,y,z) € R® and p > 0, let us define

pg(x) + A(z)y — 2
F(w,p) = c(x) — oy ,
XZe — pue

where o and p are the values defined by Lemma 4.1. From the fact that

11



lim @ (wg, Ak, P, Ok, i) = P(w*,0,0,0,u) = F(w*,0), one has y* =
and 0 < z* L 2z* > 0.
Let us denote the Hessian matrix of the function %|/c|? at 2 € R" by

f:cl YW2¢i(x) + A(z)A(z) "
=1

The set of active bounds is denoted by A := {i : [z*]; = 0}.

Assumption 3. The second order sufficient optimality conditions (SOSC) for the
feasibility problem (2) hold at x*, i.e., u' S*u > 0 for all u # 0 satisfying [u]; = 0 for
alli € A.

Assumption 4. Strict complementarity holds at w*, that is
a :=min{[z*]; + [z*]; :i=1,...,n} > 0.

The next lemma summarizes some basic results which are direct consequences of
these assumptions.

Lemma 4.2. Under Assumptions 1-4, there exist positive constants r*, p*, K, C, L,
L1, Ly and a continuously differentiable function w : (—p*, p*) — RN, such that for
all w,w' € B(w*,r*) and for all p,p’ € (—p*, p*), we have

(i) || Fy(w,p) | < K,
(i) F(w,p) =0 if and only if w(p) = w,
(iit) [[w(p) — w(p')|l < Clp = p'l
(i) || F, (w, p) — Fy(w', p)|| < L(Jlw — w']),
(v) Liflw —w'|| < |[F(w,p) = F(w', p)|| < Laflw — w'|.

Proof. In order to prove (i), we only need to show that the matrix F) (w*,0) is
nonsingular. Let u € ]RN such that F) (w*,0)u = 0. By writing u := (u1,ug,us) and
by using the fact that y* c , we have

Z *v2 * A* 7 uy 0
—ol O uy | =10
Z* 0 X* us3 0

The third equation of this linear system and Assumption 4 imply that [u;]; = 0 for
all i € A and [ug]; = 0 for all i ¢ A. Consequently, one has u{ uz = 0. The second
equation of the linear system gives us us = %A*Tul. Substituting this equality into
the first equation and premultiplying by u{ , we get %ulTS *u1 = 0. By Assumption 3
we deduce that uq = 0, from which we deduce that us = 0 and ug = 0.

The properties (ii) and (iii) are direct consequences of the implicit function theorem.

The Lipschitz continuity of F,, property (iv), follows from Assumption 1.

The last assertion (v) is a consequence of [16, Lemma 15]. O

Our asymptotic analysis also requires some specifications on the choice of the fea-
sibility parameter. For all k € N, the trial value of feasibility parameter p,": is chosen
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such that
010, < pif < Oapy, (13)

for some constants 6; > 0, 62 € (0,1) and ¢ € (0,1). From the fact that {p;} goes to
zero, the left inequality of (13) implies that

ot = olp})- (14)
At last, the parameter 7, used in (9) must satisfy the following condition:

. Pk
lim (1 — 7)— = 0. 15
kl oo( Tk’)pl_: ( )

The conditions (13) and (15) are standard in the asymptotic analysis of this family
of primal-dual methods, see e.g., [1, 5|. The left inequality of (13) means that the
parameter of the path w must converge to zero with a subquadratic rate of convergence
in order that the Newton iterates, which converge naturally with a quadratic rate,
catch the path prior the parameter is nearly zero.

For k large enough, we have pz < pr and o = 0. Therefore, at Step 5 of Algo-
rithm 1, the regularization parameter of the matrix J is set to 0 = o. The next
lemma shows that the matrix Ji coincides with the Jacobian of F'(-, pg) at wy when
the feasibility parameter goes to zero.

Lemma 4.3. Under Assumptions 1-4, for all k € N large enough, one has
Jp = F{U(wk,PZ) and HJ,;1|| <K,

where K s defined by Lemma 4.2.

Proof. For the first claim, it suffices to show that 6, = 0 for k large enough. This is
true whenever K+  , (wy) is positive definite. For all k£ € N we have

K, 00(w) = Hyeo(@ry) + 2ARAL + X' 2,
1

* 1 . _
= E(Sk_s )-f—Hp;r’O(xk,yk—gck)-F%S +Xk1Zk~

The first two matrices tend to zero when k tends to infinity because {(zx,yr)} and
{pi} respectively converge to (z*, 2c*) and zero. It remains to show that the matrices
%S* + X, 17, are uniformly positive definite for k large enough. Let us define the
n X n diagonal matrix F, whose ith diagonal element is equal to one if i € A and
zero otherwise. Assumption 3 means that S* is positive definite on the null space of
E. Therefore, from Debreu’s Lemma [15], there exists 7 > 0 such that the matrix
%S* + vE is positive definite. For k € N, let us define the diagonal matrix =; whose
ith diagonal element is [zx];/[zx]; if i € A and zero otherwise. Because of the strict
complementarity assumption, the matrices X 1 Zi. — =} tend to zero and each nonzero
component of =5 goes to infinity. It follows that =5 — vFE is positive semidefinite for

all k£ large enough. By writing
|y X1 L s = X1 =
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we deduce that the matrices %S* + X, 17, are uniformly positive definite for all k
large enough.
The second assertion follows directly from the first claim and Lemma 4.2-(i). O

Throughout this section, we assume that Assumption 1-4 are satisfied. The following
result gives an estimate of the distance of the Newton iterate to the trajectory w.

Lemma 4.4. There exists M > 0, such that for all sufficiently large k
lwie = W) < M(Jlwy, = w(pr) 1> + o7 + Ak lD)-
Proof. Let k € N be large enough such that pr < p* and wy € B(w*,r*). Define

e 1= w(pz) — wg. From the linear system (8), then using ®(w, A, p, o, u) = F(w, p) +
(0,0AT,0)" and F(w(p} ), pi) = 0, we have

U)]i_ - W(P;:) = _Jk_l(p(wkn )\k-i-lap;:? g, ,LL) — €k
= Jk_l (F(W(plj;_)aplj;—) - F(wkap;) - (070')\;7-0-170)—'7 - Jkek)
1
= Jk_l/ (Fo (wy + teg, i) — Fy, (wy, p) Jexdt
0
+ I N EFL (wi, o) — Ji)er — I (0,000 1,0) T

By taking norm on both sides and next applying Lemma 4.2-(iv) and Lemma 4.3, we
then have

1
i = W)l < GELlex]® + Kol Axall-
By applying Lemma 4.2-(iii) and by using the inequality p; < pi, we also get
lexll < llww — won)ll + [w(pr) — wipg)]
< lwe = w(pr)|l + Cpr.

Finally, by using the inequality (a + b)? < 2(a? + b?) for two real numbers a and b, we
deduce that

lwf = w(pOIl < K Lllwy, — w(pr)l* + KLC?pi; + Ko || Asall-

Set M = K max{L, LC?,0} to complete the proof. O

4.2. Asymptotic result

According to Assumptions 1-4 and Lemma 4.4, the convergence to w* of wy implies
that there exists 7 € (0, min{r*,a}), where a is defined in Assumption 4, such that
for all k large enough, wg, wg+1, w(pg), w(p}), and w(py41) belong to B(w*,7) and
pr € (0, p*). Without loss of generality, we can assume that these properties are true
for all k € N.

The following lemma gives an evaluation of the distance between the next iterate
wg+1 and the path w.
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Lemma 4.5. There exists a constant C1 > 0 such that for all k € N,

[wi1 = Wpp+1)[| < Cill|[We = W(pr1) | + A1) (16)

Proof. If there is no inner iteration, we then have wy 1 = Wy, therefore the inequality
(16) holds trivially with C; = 1. Suppose now that wg41 is obtained by applying a
sequence of inner iterations. By virtue of Lemma 4.2-(v), Lemma 4.2-(ii) and Step 8
of Algorithm 1, there exists an index kg € N such that for all k > ko,

| F(wk+1, pr41) — F(W(pr+1), prt) |

@ (W1, A1, P10 1) — (0, 00041, 0) |

ek + o[ Ap+1]]

| D(Wks Akr15 Prs 1, 75 ) || + o[ Mgt ]

| F(Wk, pr+1) — F(W(pk+1), prr1) || + 20 | gt |
Lal|wg — w(prr1) | + 20 Ags1l-

Li|wig1 — wW(pr41) ||

ININ ACIA

By defining C; := L%max{Lg,2a}, the inequality (16) is true for all k& > ko. This

inequality also holds for all k < kg by increasing the constant ' if necessary. O

The next lemma gives a lower bound on the step length computed by applying the
fraction to the boundary rule (9). The proof is given in [1, Corollary 1].

Lemma 4.6. For all k € N, the step length oy computed by (9) satisfies
1—ap <1—7+b|lwy —wii ||, (17)

1

a—rT

where b = > 0.

The first step of the asymptotic analysis is to show that the distance of the iterates
to the trajectory w is upper bounded by a constant times the feasibility parameter.

Lemma 4.7. The iterates wy generated by Algorithm 1 satisfy

|wr —w(pr)|| = O(pr)

Proof. First of all, let us prove that there exist constants D; € (0,1), Dy > 0 and
D3 > 0 such that for all k € N,

di1 < dj + Dy %dk + Dapit1, (18)

where dj, := Ds||wr, —w(pg)||. Indeed, if a sequence {d} satisfies this inequality, it has
been proved in [1, Lemma 7] that di, = O(py) and thus the conclusion of the lemma
will follow.

Let us choose k > 0. Invoking inequality (16) and Lemma 4.2-(iii), we get

(I + W (o) = wlpre) |l + [N

O M wgs1 — w(prs1) | w(p;
@k — W) + Cloi = prra| + | At |)- (19)
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By using the definition of py;1 at Step 7 of Algorithm 1, one has

oF — k1l = (L—ow)(ox — pf)
< (1 —oar)pk
< (1= 7 + bllwg — w[|) o, (20)

where the last inequality is due to (17). In the same manner, we also have
W — wlpy) = ar o (wf —w(p)) + (e —ax) o (wp — w(py))-

Taking the norm on both sides and noting that ||ag||cc < 1 and [le — aglloo < 1 — o,
we obtain

llanllsollwy — WD)l + lle = aklloolwr — w(p)
lwy = w(pd)Il + (1= aw)llwi — w(p)]-

1@k = wpDll <
<

Applying Lemma 4.2-(iii), Lemma 4.4 and inequality (17) to the previous inequality,
we deduce

lwid = W)l + (1 = an)([Jwe = wlpw)ll + Cpx)
M ([lwg = w(pi)lI” + pi + [[ A1)
+ (1= 7 + bllwk — wi ) (lwe — wlpr)| + Cpr).  (21)

@k = w(p)

IN A

By using Lemma 4.2-(iii), Lemma 4.4, ||wi — w(pg)| < 27 and p < p*, we obtain

< lwe = w(pp) || + 1w (o) = w(p)ll + 1w (o) — wi
< lwk = w(pr) || + Cpr + M([wg, = w(pr)I” + pF + [Asgall)
< Killwk = wlpw)ll + Kopr + M| Agga ], (22)

lwk — wyl |

where K; = 1+ 2M7 and K9 = C + Mp*. Combining (20)-(22) into (19), using again
|| wi, — w(pg)|| < 27 and also the inequality ab < % (a®+b?) for two real numbers a and
b, we obtain

Crt lwpr1 = w(pps1) || < Collwy — w(pr) || + (1 — 7%) lwe — w(ps)]|
+ Cs3p; 4+ 2C(1 — 1) pr + Cal| At ],

where Cy = M + bKy + bCKy + 1bK5, C3 = M + 2bCKy + bCK; + bK5 and Cy =
M +2bCM + 2bM7 + 1. By using the properties (14) and (15), we get

+
- p
O wprr —w(ppsn)l| < Callwr —w(ow) 240 (p’;) = w(pr)l|+o0(o} )+ CallAesl.
Now, we use ||[Ag+1] = o(p}) given in Lemma 4.1 and p; < pj41 to get

Pk+1
Jukir =Wkl < CrCallin = wlpol +0 () g = w(pu) | + (i),
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Multiplying both sides by D3 := C1Cs, for k large, we get
dk+1 < dk +o0 (PZ—}:l) dk + O(pk+1).

By increasing the constant Dy > 0 if necessary, inequality (18) is satisfied for all
ke N. O

Lemma 4.8. The Newton-like iterate w: generated at Step 5 of Algorithm 1 satisfies
lwy — wi | = O(px).
Proof. Let k € N. In view of Lemmas 4.4, 4.7, 4.1 and the relation (14), we get
lwif = w(p)l < M(|[wy, = w(p)lI* + pic + [ Aksa]]) = o(pf) (23)
By virtue of Lemmas 4.7, 4.2-(iii), (23) and (13), we then have
lwe = w(p) || + 1w (or) = w(ph)] + 1w (py ) — wy/l

O(pr) + Clok — pit | + o(pf))
O(px)-

Jwp —wif]] <
<

O

The following lemma shows that iterate wy is asymptotically tangent to the trajec-
tory w.

Lemma 4.9. The candidate iterate wy computed at Step 7 of Algorithm 1 satisfies

W = W(pr+1) + 0(Pk+1)-

Proof. Let k € N. A first order Taylor expansion of w at p = 0 and the definition of
Pra+1 at Step 7 of Algorithm 1 yield

w(pkr1) = w0 +w(0)prs1 +0(pri1)

ap(w* +w'(0)p;) + (1 — ag)(w* + w'(0)p) + 0o(pk11)
= ap(w(pf) +o(py)) + (1 — aw)(w(pr) + o(pr)) + 0o(prt1)
= apw(pf) + (1 — ax)w(pr) + o(prt1)

By using the definition of wy at Step 7 of Algorithm 1, we get

W — w(pg+1) = ago w,‘: (e — ag) o wg — W(pg+1)

= apo (w —w(py))+ (e — ax) o (wp — w(pp))
+ (ax — age) o (w(pi) — w(pr)) + o(prt1)-

Taking the norm on both sides, using ||ax||co < 1, [[e—ak||co < 1—ay and ||ap—agellco <
1 — ay and then invoking Lemma 4.2-(iii), Lemma 4.7 and inequality (23), we deduce
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that

N

@ = w(prr)ll < Narlloollw = w(pi)ll + lle = arlloollwr — w(pp)]]

+ llar — arelloollW(pf) — w(p) |l + o(pri1)

lwy = w(pO)] + (1 = o) [[wr — w(pk) |

+ C(1 — ag)pr, + o(pr+1)

= o(pf) +O((1 — aw)pr) + o(pr+1) (24)

IN

The bound (17) on the step length gives
(1 —ap)pr < (1 =75 + bllwp — w;l ||) pr-

Using Lemma 4.8, properties (15) and (14), we deduce that

(1= ar)pr = o(pf) + O(p) = olpy) (25)
We conclude by substituting (25) into (24) and by using the fact that p; < pyi1. O

We now state the main result of this section, which states that the sequence of
iterates becomes asymptotically tangent to the trajectory w.

Theorem 4.10. Under Assumptions 1-4, if the feasibility parameter satisfies (13),
if the fraction to the boundary parameter satisfies (15), if the tolerance is such that
er = Qpr+1), then we have the following results

(i) Algorithm 1 asymptotically need no inner iterations, i.e., wgy1 = Wy for k large
enough.
(i) The iterates generated by Algorithm 1 satisfy

wy, = w(pg) + o(px).-

(iii) The unit step is asymptotically accepted by the fraction to the boundary rule, i.e.,
ar =1 for k large enough.

In particular, {wy} and {px} have the same rate of convergence, i.e.,
lwe — w*[| = ©(pr). (26)

Proof. To prove the result (i), it suffices to show that the stopping condition in Step 8
of Algorithm 1 is satisfied for k large enough. According to Lemmas 4.2-(ii), 4.2-(v),
4.9 and 4.1 with noting that pZ < pr+1, we have

@ (@, N1, prot1: 0 )| < | F (D, prot1) — F(W(prs1), prs1) — (0,001, 0) 7|
< Lollwg — w(pka1)l| + ol Aeral

o(pPr41)
Ek-

A

The second result (ii) follows directly from (i) and Lemma 4.9.
The proof of the acceptation of the unit step obtained by the fraction to the bound-
ary rule (9) is similar to the one in [5, Lemma 4.20].
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From (ii) we have wi—w* = w’(0)pr+0(pk). The strict complementarity assumption
implies that w'(0) # 0, from which we deduce (26). O

5. Numerical experiments

We refer to our algorithm as SPDOPT-ID (Strongly Primal-Dual Optimization with
Infeasibility Detection) which has been implemented in C. We compared it with SP-
DOPT [7] on two sets of problems. The standard set consists of 186 problems in the
Hock and Schittkowski collection [20] with at least one inequality. The infeasible set is
created from the standard set by adding the constraint ¢? +1 = 0 or (z1 —u;)?+1 =0,
where ¢y is the first component of ¢ and u; is a bound of the first variable (x1 < uj or
x1 > uq). It is clear that all problems of the latter set is infeasible.

With a default starting point xg and zy = (1,..., 1)T, 1o is defined as the least
squares solution of gg + Agy — 2o = 0. The barrier parameter is initialized by pg = 0.1.
If this parameter is updated with a trial value N; < g, we adopt the rule described
in [5, Algorithm 2].

The feasibility parameter is initially set to pg = 1. When F = 1, a trial value of the
feasibility parameter in Step 3 is updated as follows

pi = min{0.2pz, pi,*}.

This choice of p; satisfies the requirement (13) with ¢ = 0.4,6; = 1,6 = 0.2. A lower
bound of 10716 is also imposed on this parameter.

For the fraction to the boundary rule, the choice 7, = max{0.99,1 — ppur} ver-
ifies condition (15). The regularization parameter J is updated by the following
rule: if F = 1 and the condition (7) is not satisfied, then d; = oy; otherwise,
0x = max{10~2ug, 1078}, It is easy to verify that all assumptions of 3 in the global
and the local analysis are fulfilled. The parameters o} and 6 are updated as in [7,
Algorithm 1].

If || (gr + Aryr/pr — 2/ Pky Chs Tk © 21/ Pk) |lco < Eror With £, = 1078 the algorithm
is terminated and an optimal solution is declared to be found. Otherwise, if ||cg| >
Eroly || P(WE, 0,0, 0k, i) [|oo < o1 and pg < €441, the algorithm is stopped at an infeasible
stationary point. For SPDOPT, the stopping conditions ||cg|| > &, || AkckoTk |0 < Erar
and o < g, are added to terminate this algorithm at an infeasible stationary point.

For the aim of getting a fast local convergence when the algorithm converges to an
infeasible stationary point, the feasibility tolerance at Step 1 is set to € = €,,,. At Step
2 of Algorithm 1, we choose ¢ = 0.9,¢ = 2 and ( = 100%p; for all iteration k. The
sequence of tolerance {e;} in Step 8 is defined by the following formula

ex = 0.9 max{||®(wi, A, pi, 04, i) || = (k —4)T <i <k} + 10min{af, af }O gy 1 s

By applying [3, Proposition 1], it is easy to see that {ex} converges to zero. This
choice meets the requirements to get a fast convergence in both feasible case, i.e.,
er = Q(uk+1), and in the infeasible case, i.e., e = Q(pg41)-

The linear solver MA57 [18] is used for all the algorithms. The maximum number
of iterations, counting both the inner and the outer iterations, is limited to 3000.

For the standard problems, only 182 problems solved by at least one of two algo-
rithms are selected for the comparison purpose (problems hs099, hs102, hs103 and
s332 have not been solved). Figure 1 gives us the performance profiles of Dolan and
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Function evaluations Gradient evaluations

****************

0.7 : 0.7 8

— SPDOPT-ID -- SPDOPT

Figure 1. Performance profiles comparing the two algorithms on the set of standard problems

Moré [17] on the numbers of function and gradient evaluations. These profiles show
that SPDOPT-ID and its predecessor SPDOPT have their own strengths in terms
of efficiency and robustness. In particular, SPDOPT is slightly more efficient than
SPDOPT-ID (14%). In term of robustness, SPDOPT-ID are succeeded in 180 prob-
lems which are more 2 problems than SPDOPT. We can conclude that the infeasibility
detection does not change too much the performances of the original algorithm (SP-
DOPT) for solving standard problems.

Figure 2 shows the performances of these algorithms in terms of numbers of
function and gradient evaluations on a set of 174 infeasible problems (the prob-
lems hs044, hs057, hs064, hs083, hs084, hs099, hs105, s220, s331, 332,
s357, s376 have been eliminated since two algorithms cannot detect the infeasibility).
We observe that SPDOPT-ID is the most efficient algorithm for detecting infeasible
problems. In particular, the efficiency rate of SPDOPT-ID is over 95%. In term of ro-
bustness, SPDOPT-ID is also more robust than SPDOPT since they can detect more
than 93% of problems (174 problems), while the rate of SPDOPT is only 40%.

Function evaluations Gradient evaluations
1 r— T 1 = .
0.8} : 0.8 J
- 067 ] 0.6 |
=
S 04} 04
0.2 1 02| |
. ; . L 0 ! ! ! |
0 2 4 6 8 10 2 4 6 8 10
T T
— SPDOPT-ID ---- SPDOPT

Figure 2. Performance profiles comparing the two algorithms on the set of infeasible problems
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Figure 3 gives a general overview about the performances of these algorithms on
the set of 356 problems including both standard and infeasible problems. We are able
to see that SPDOPT-ID is more efficient and more robust than SPDOPT.

Function evaluations Gradient evaluations
1 /_/_,7 1 //_4
081 8 0.8F y
o6l | 06 .
S 04f . 04/ |
0.2} : 0.2} 8
| | | | | | | |
0 2 4 6 8 10 0 2 4 6 8 10
T T
— SPDOPT-ID ---- SPDOPT

Figure 3. Comparison of the two algorithms on the set of standard and infeasible problems

6. Conclusion

Both in theory and practice, the capability of the mixed logarithmic barrier-augmented
Lagrangian algorithm [7] to quickly detect infeasibility has been improved. But when
the feasibility measure becomes smaller than the feasibility tolerance (||c*|| < €), the
new algorithm exhibits the same behavior as the original one. More precisely, in that
case, the quadratic penalty parameter goes to zero and the multipliers associated to
the equality constraints become unbounded. An open question would be to find an
interior point algorithm with a superlinear rate of convergence in any case, even if the
sequence stays infeasible, but becomes nearly feasible (think about the realization of
the constraint e* < 0). In practice we can always choose a feasibility tolerance “small
enough”, but from a conceptual point of view this not entirely satisfactory.

This paper completes the local convergence analysis of an interior point method
for nonlinear optimization in the difficult case of infeasible problems. Note especially
that no assumption on the linear independence of the gradient of active constraints is
used in our analysis, contrary to the analyses of Byrd et al. [12] and Burke et al. [11].
This comes from the fact that in the infeasible case, the quadratics penalty parameter
provides a natural regularization of the matrix of the linear system to solve at each
iteration. As a consequence, an open question is whether we can analyse the local
behavior of the mixed penalty method [7] in the feasible case without any constraint
qualification. We note that the local convergence analysis of interior point methods
were considered under MFCQ (see, e.g., Wright and Orban [26], Vicente and Wright
[24]) or the full rank of the Jacobian of equality constraints (see, e.g., Yamashita and
Yabe [27]). On the other hand, when solving large scale problems, the algorithm [7]
has good performances on degenerate problems, even if MFCQ is not valid.
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