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Affective Design using machine learning: A survey and its prospect of 

conjoining big data  

Customer satisfaction in purchasing new products is an important issue that needs to be 

addressed in today’s competitive markets. Consumers not only need to be solely satisfied 

with the functional requirements of a product, and they are also concerned with the 

affective needs and aesthetic appreciation of the product. A product with good affective 

design excites consumer emotional feelings so as to buy the product. However, affective 

design often involves complex and multi-dimensional problems for modelling and 

maximising affective satisfaction of customers. Machine learning is commonly used to 

model and maximise the affective satisfaction, since it is effective in modelling nonlinear 

patterns when numerical data relevant to the patterns is available. This article presents a 

survey of commonly used machine learning approaches for affective design when two 

data streams namely traditional survey data and modern big data are used. A classification 

of machine learning technologies is first provided which is developed using traditional 

survey data for affective design. The limitations and advantages of each machine learning 

technology are also discussed and we summarize the uses of machine learning 

technologies for affective design. This review article is useful for those who use machine 

learning technologies for affective design. The limitations of using traditional survey data 

are then discussed which is time consuming to collect and cannot fully cover all the 

affective domains for product development. Nowadays, big data related to affective 

design can be captured from social media. The prospects and challenges in using big data 

are discussed so as to enhance affective design, in which very limited research has so far 

been attempted. This article provides guidelines for researchers who are interested in 

exploring big data and machine learning technologies for affective design. 

Keywords: affective design, machine learning, big data, affective smart systems, social 

media, Kansei engineering, new product development 
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1. Introduction  

Nowadays, consumers are not only concerned with the functionality and reliability of 

products, and they are also concerned with product affections such as texture, shape, 

colour, and style which are related to the emotional feelings and impressions of the 

products (Zhang and Li 2005).  Products need to appeal to users on an affective level in 

order to be successful in the market. The term affective design originated from Kurosu 

and Kashimura (Kurosu and Kashimura 1995) who developed two cash teller machines 

with each having identical functional features for making enquiring and withdrawing. 

One machine was equipped with attractive interfaces and the other machine with less 

attractive ones. The survey indicated that the attractive machine was more usable. A more 

recent example refers to the affective design of smart phones ( Kim and Lee 2016). Some 

smart phones were equipped with more attractive interfaces while others had less 

attractive ones. The survey showed that the attractive ones attracted more consumers, 

although both smartphones were developed with similar functions and specifications. 

Hence, the importance of affective design can be stated as: products with good affective 

design excite psychological feelings, improve consumer satisfaction in terms of 

emotional aspects and increase the willingness to purchase. Therefore, affective design 

becomes vital in the realm of new product development (McDonagh, Bruseberg, and 

Haslam 2002) as it has impact on changing users’ purchasing intentions (Smith and Smith 

2012). 

Affective design attempts to determine the emotional relationships between 

consumers and products and to study the perceptual design elements which are correlated 

to the affective qualities of the products (Norman 2004). Unlike evaluating product 

functionality and usability, it is more challenging to identify and measure affective 

influences on products for prospective users, as affective influences are subjective and 

inconsistent over time. Generally, affective influences on products are obtained by  

questionnaire or interview based survey data with affective scores from products 

(Nagamachi 2010). Such survey data is imprecise, uncertain and vague, as survey 

questionnaires or interview questions are designed based on product engineers’ 

experience in the affective aspects to the product and also the questionnaire scores or 

interview answers involve consumers’ subjective opinions. In the questionnaire or 

interview surveys, respondents are asked to indicate their responses / assessments on 
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various affective aspects of products. As their responses / assessments are always 

subjective and imprecise (e.g. the color is quite appealing.), it is unavoidable that the 

survey data contains a high degree of evaluation uncertainty. Thanks to advancements in 

machine learning techniques, machine learning constitutes the core of affective design 

using survey data. One of the purposes of this article is to review recently developed 

machine learning techniques for affective design. Ninety-four research publications are 

discussed in Section 3 in which machine learning has been used for affective design. The 

reviewed research show that machine learning techniques can be used to develop models 

which represent the relationships between affective customer needs and design attributes. 

Based on the models, machine learning can also be used to determine the optimal settings 

of design attributes for the affective aspects of products in order to achieve the maximum 

affective satisfaction of customers.  

A review article surveyed the computational intelligence techniques for new 

product development where computational intelligence was one of the mainstream 

approaches for machine learning (Kusiak and Salustri 2007). In the article, survey data 

was used by computational intelligence techniques for new product development. A 

monograph also included a review for using computational intelligence techniques for 

new product development, where survey data was used in the techniques (Chan, Kwong, 

and Dillon 2012). Following these, two special issues have developed to include research 

articles on similar topics (Chan et al. 2014, Chan et al. 2016). In those articles, 

computational intelligence techniques were discussed to address both functional and 

affective components for new product development. The literatures reviews reveal that 

many review articles have been written to discuss systematical and empirical methods for 

new product development (Graner and Missler-Behr 2012, Fettermann and Echeveste 

2014). However, there is still a lack of a specific review article to solely survey machine 

learning techniques for affective design which is an important component in new product 

development despite optimizing the functional aspects in product development. 

Therefore, this motivates this article in order to survey the machine learning techniques 

for affective design. The article also attempts to provide guidance in using the machine 

learning techniques when affective design is conducted.  

Despite the lack of review articles for affective design, concerns are appeared 

from the research articles in which survey data is generally used for affective design. 

First, limited Kansei words are used in the survey questionnaires which are pre-defined 
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by product designers based on their experience and judgment. Hence, the whole affective 

domain for a particular product type cannot be covered. Second, the survey relies on 

conscious responses to the affective qualities of the products. Participants may also have 

difficulties in expressing their internal opinions through particular scales on the survey 

questionnaires or consumer interviews. Hence, a consumer survey alone may not provide 

complete affective information for product development. Thanks to advanced 

computational technologies, 2.5 quintillion bytes  of “big data” can be captured daily 

from a wide range of sources such as pervasive sensor networks, internet services, webs, 

blogs and social media (StorageServers 2016). Such “big data” has raised interest in 

capturing useful information for developing company strategies, marketing campaigns 

and identifying product preferences (Bello-Orgaz and Jason 2016). Many consumers are 

influenced by social media, like consumer blogs, and product twitters, when deciding on 

their purchases (Jin et al. 2016). Also through sensor and mobile networks, smart affective 

systems (Katarya and Verma 2016, Wang and Chin 2016) can be used to capture “big 

data” involving the facial expressions and even intonation of the voice of consumers, 

where this data reflects consumer perceptions on various affective issues of products. 

Hence, social media or smart affective systems contain valuable information for product 

designers to generate the affective design of new products. So far, not much research has 

been attempted on capturing consumer reviews or physiological response from data big so 

as to generate useful information for affective design, although the big data size grows 

exponentially. The challenges and prospects in using big data for affective designs are 

therefore discussed, but we do not suggest replacing survey data with big data. The 

authors hope this article will provide a valuable framework and guidance for researchers 

who are interested in exploring big data and machine learning technologies for affective 

design.  

The rest of this article is organized as follows: Section 2 presents the purposes of 

affective design and Kansei engineering. Section 3 presents an extensive overview of 

affective design based on survey data and machine learning, and discusses the limitations 

of the current affective design technologies using survey data. Section 4 discusses the 

prospects in using big data to enhance affective design.  
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2. Affective design and Kansei Engineering 

2.1 Affective design 

As perceptual information provides the involved media to convey product value to 

potential customers, affective design is essential to establish customers’ cognition of a 

product. Affective design involves the processes of identifying, measuring, analysing, and 

understanding the relationship between the affective needs of the customer domain and 

the perceptual design elements in the design domain (Lai, Chang, and Chang 2005). 

Perceptual design attributes such as colour, shape and material of a product can evoke the 

affective responses of customers to a product. Affective design can excite customers’ 

psychological feelings and improve customer satisfaction in emotional aspects. As 

products with good affective design can positively affect  customers’ choice of products 

(Creusen and Schoormans 2005, Noble and Kumar 2008), it is essential to enhance 

affective satisfaction in customer-driven product development. 

      Affective design involves a mapping process from the affective customer needs to the 

design elements (Jiao, Zhang, and Helander 2006). Taking mobile phone design as an 

example, affective customer needs can be indicated by Kansei words such as Dazzling, 

Dignified, and Cute, where different mobile phones are developed with different 

perceptual design elements. Customers have different affective reactions when mobile 

phones with different interfaces and different shapes are shown. To satisfy customers’ 

affective design needs, it is necessary for product designers to map affective design needs 

to perceptual design elements such as product colour, interfaces.  

Despite the machine learning technologies for affective design, there are two other 

types of techniques for affective design. The first type is based on the frameworks for 

affective design such as Kansei Engineering framework (Nagamachi 1995), decision 

support framework (Barnes and Lillford 2009) and the conceptual affective design 

framework (De Byl 2015). The frameworks attempt to provide structured processes to 

practitioners for conducting affective design. Another type is based on the perceptual 

techniques which are commonly used by designers such as creating mood and theme 

boards, ethnography, perceptual mapping and sensory testing (Takahashi 1999 and Baxter 

1995). Both types of techniques are easy to be applied but are incapable of dealing with 

data. The outcomes of applying the techniques are highly dependent on the experience, 
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skills and subjective judgments of designers. On the contrary, when applying machine 

learning technologies on affective design, the experience, skills and subjective judgments 

of designers are not necessarily required. Overall, machine learning technologies are 

effective to associate with data for affective design. 

2.2 Kansei Engineering 

Affective design was established as Kansei Engineering (KE) (Nagamachi 1995) which 

is used to transform emotional impressions to perceptual design attributes/elements. 

“Kansei” is a Japanese word which expresses psychological feelings, sensations, and 

emotions (Nagamachi 1995). Kansei engineering unites Kansei into the engineering 

realm in order to design products which satisfy customers’ emotional needs (Nagamachi 

2010).  

 
Figure 1 Framework of Kansei engineering 

 
As shown in Figure 1, the framework of Kansei engineering encompasses four tasks 

(Nagamachi 1995, Barnes and Lillford 2007), namely defining product domain, 

determining affective dimensions, determining design spaces and evaluating the 

Task 1 Define product domain 

Task 2 Determine affective 
dimension  

Exploit semantic words 

about product 

Analyses and refine 

semantic structure 

Task 3 Determine design 
space 

Identify perceptual 

design attributes 

Select perceptual design 

attributes 

Task 4 Evaluate relationships between affective 

customer needs and perceptual design attributes  

Conduct SD survey of 

customer affection 

Generate relationship 

models 
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relationships between affective customer needs and perceptual design attributes. 

Task 1 Defining product domain refers to identifying the products to be studied. 

Different sets of words can be used to describe affective customer needs in 

different product domains. Kansei engineering attempts to study the 

homogenous semantic structure of a product, in order to assess the overall 

aesthetic judgments (Chang 2008). 

Task 2 Determining affective dimensions: Semantic words can be used to describe 

the various dimensions of affective customer needs in the product domain, such 

as modern-traditional, simple-complex, dazzling/luxurious-ordinary, high-tech-

classic and comfortable-uncomfortable (Yadav et al. 2016). As a product can be 

associated with multiple dimensions of affective customer needs, the Kansei 

engineering framework attempts to identify the semantic words associated with 

a product domain and to determine the most appropriate semantic words for 

representing the fundamental dimensions of the affective customer needs. Two 

methods, qualitative and quantitative, can be used to determine the dimensions. 

Qualitative mapping methods involve affinity diagrams and category 

classification methods (Nagamachi 2010). Quantitative methods involve 

multivariate statistical analyses, such as factor analysis, principal component 

analysis, and multidimensional scaling (Nagamachi 2010). 

Task 3 Determining design spaces: In Kansei engineering, morphological analysis 

is generally used to identify and categorise perceptual design elements of a 

product category  (Chang 2008, Nagamachi 2010). Morphological analysis 

systematically structures and exploits the candidate solution based on a 

“morphological matrix”. Morphological analysis is effective in generating new 

product concepts by reassembling the selected options of the perceptual design 

attributes. After the perceptual design attributes are extracted, the Pareto diagram 

is used to select the more significant ones (Lanzotti and Tarantino 2008). 

Task 4 Evaluating relationships between affective customer needs and 

perceptual design attributes: Survey questions and questionnaires can be used 

to study the relationships between affective customer needs and perceptual 

design attributes, where affective customer needs and perceptual design 

attributes are identified based on Tasks 1 to 3. The survey attempts to determine 

customers’ affective experience. In the survey, a Semantic differential method 
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(SD) is generally used to study customer affections from product domains (Jiao, 

Zhang, and Helander 2006, Barnes and Lillford 2009, Nagamachi 2010). The 

SD uses N-point psychometric scales to map affective customer needs into 

discrete opinion scores. SD questionnaires have been used to collect affective 

customer needs (Akay and Kurt 2009, Kongprasert et al. 2008, Zhai, Khoo, and 

Zhong 2009a). 

As an illustration, an online questionnaire in Figure 2 was developed based 

on five-point psychometric scales to collect data of affective customer needs 

(Chan, Kwong, and Dillon 2012, Fung et al. 2012). The online questionnaire was 

developed based on 32 mobile phones made by various manufacturers which had 

nine perceptual design attributes as illustrated in Table 1. The online 

questionnaire surveyed the appearance of the mobile phones regarding four 

affective dimensions namely, “simple or complex” (S-C), “unique or general” 

(U-G), “high-tech or classic” (H-C), and “handy or bulky” (H-B). The opinion 

scores were given in five ranks, where 1 is the lowest and 5 is the highest. The 

front and side views of the mobile phones were presented. When consumers 

were surveyed, the four affective dimensions were scored based on the five-point 

psychometric scale.  

Based on the survey data, the optimal settings of the perceptual design attributes 

can be determined to achieve the maximum overall affective customer affective 

satisfaction using appropriate methods. 
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Figure 2 Questionnaires for mobile phones  
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Table 1 Perceptual design elements of mobile phones  

         Alternative 
Design 
Attributes 

1 2 3  4  5  6 

Top Shape 
Line and  
no fillet 

Line and  
small fillet 

Arc and  
small fillet Irregular Curve  

Bottom Shape  
Line and  
no fillet 

Line and  
small fillet 

Arc and  
small fillet Irregular Curve  

Side Shape   
 
 
 

Trapezoidal 
rear 

Rounded end 
 

Parallelogram 
 

Bowed 
 

 
Trapezoid 

fore 
Polygonal 

 

Function Button 
Shape 

    Round 
 

 
Square and 
round inner 

Small squares 
 

Large square 
 

Wide large 
 

 
 
 

Number Buttons  
Style  

 
Regular grid 

 
 

Shaped grid 

 
 

Bars 

 
 
 
 

One piece   

 
Layout  

Bar Slide Large screen 

 
 
 
 
   

Screen size ≦2.2 in 2.4-2.8 in ≧ 3 in    

Thickness  ≦10 mm 11-14 mm 15-18 mm ≧19 mm   

Weight  ≦80g 83-100 g 101-120 g 125-140 g 141-149 g ≧ 150 g 

 

Various machine learning technologies were developed for affective design and 

Kansei engineering, particularly for Task 4. The next section shows a review of 

technologies which are commonly used in affective design and Kansei Engineering. 
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3. Affective design using machine learning 

This section discusses the use of machine learning for affective design. We first introduce 

the definition, purpose and relevant catalogues of machine learning. Machine learning is 

defined as “A computer program is said to learn from experience E with respect to some 

class of tasks T and performance measure P, if its performance at tasks in T, as measured 

by P, improves with experience E” (Mitchell 1997). In other words, machine learning 

uses computational programs in order to improve the performance of certain tasks when 

past experience of those tasks is available and is learnt by computer. Machine learning 

technologies are catalogued by two classes, namely statistical regression and artificial 

intelligence. Statistical regression includes with linear regression, multivariate regression 

and logistic regression (Rawlings 1988). Artificial intelligence includes the approaches 

of neural networks, support vector machines, fuzzy methods, association rule mining, rule 

based systems, and evolutionary computation (Rich, Knight, and Nair 2009). 

After the affective data are collected based on the approaches in Section 2, machine 

learning can be used to perform affective design which is involved with three tasks, 

namely affective modelling, knowledge discovery, and determination of optimal design 

attribute settings. The three tasks are illustrated in Figure 3. The first task, affective 

modelling, attempts to develop a model that relates design attributes to affective customer 

needs. Machine learning, including statistical regression and artificial intelligence, are 

commonly used to establish the relationships between perceptual design attributes and 

affective customer needs (Chan, Kwong, and Dillon 2012). Based on the models, machine 

learning can be used to perform the third task which attempts to determine the optimal 

attribute settings for affective design. As nonlinearity generally exists between perceptual 

design attributes and affective customer needs, determination of the optimal perceptual 

design attributes is a generally nonconvex problem with multi-optima. Machine learning 

techniques such as heuristic algorithms, and evolutionary computation are generally used 

(Chan, Kwong, and Dillon 2012), as they are effective in searching for near-optimal 

solutions for many design optimization problems which involve multi-objectives and 

multi-optima (Saridakis and Dentsoras 2008a). The second task, knowledge discovery, 

attempts to visualize information from affective data, where association rule mining and 

rule based systems can be used. The information attempts to interpret the relationships 

between perceptual design elements and affective customer needs in products. 
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The research articles discussed in this Section have been published from 1997 to 

2018. The research articles were collected based on a search engine namely Engineering 

Village. We used keyword affective design and Kansei in order to search for the relevant 

articles. Ninety-four articles were collected, and the articles were classified in terms of 

the machine learning technologies used. The definition of machine learning in (Mitchell 

1997) was used as a guidance to determine whether the article is relevant to machine 

learning. For affective modelling, statistical regression and artificial intelligence are 

classified, where artificial intelligence is included with the technologies of neural 

networks, support vector machines, fuzzy expert systems, fuzzy neural networks, and 

fuzzy regression. For knowledge discovery in affective data, the approaches of 

association rule mining, and rule based systems based on the rough set and the grey set 

are commonly used. For determination of the design attribute settings for affective design, 

the technologies of conjoint analysis, single objective optimization, multi-objective 

optimization have been developed. The headings of the subsections are deployed based 

on this classification of technologies.  

This section is organized as follows: Section 3.1 discusses the first task and the 

commonly used machine learning approaches for affective modelling, where models are 

developed to relate perceptual design elements of a new product to its affective customer 

needs. Section 3.2 discusses the second task, where rule mining is used for extracting 

useful affective information from survey data. Section 3.3 discusses the third task and 

heuristic methods, which attempt to determine the optimal perceptual design elements for 

maximising the affective satisfaction of customers. Section 3.4 discusses the limitations 

of the currently used machine learning technologies for affective design. 

 

Second task  (3.2): 
Knowledge discovery

Model relates perceptual 
design elements and affective 
customer needs

Third task  (3.3): 
Determination of design 
attribute settings 

Optimal design 
attribute settings

Interpretation of the relationship 
between perceptual design elements 
and affective customer needs

Survey
data

First task  (3.1): 
Affective modeling

Figure 3 Three tasks for affective design using survey data 
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3.1 Affective Modelling 

Various machine learning techniques have been employed to relate perceptual design 

elements, and affective customer needs in products (Barnes and Lillford 2007). They can 

be classified into two approaches; namely statistical regression and artificial intelligence.  

3.1.1 Statistical regression 

In new product development, statistical regression has commonly been used, as one can 

find explicit information such as interactions between design variables and variable 

significances (Tanoue, Ishizaka, and Nagamachi 1997). Multiple linear regression has 

been used to model the relationships between usability and design elements (Lanzotti and 

Tarantino 2008). In affective design, multiple linear regression (Kuang and Jiang 2008, 

Lin and Wei 2016, Bahn et al. 2009, Wang and Ju 2013, Oztekin et al. 2013) has been 

used to model the relationships between perceptual design attributes and affective 

customer needs. Nagamachi (Nagamachi 2010) applied partial least squares regression 

based on the data projected by principal component analysis. The major limitation of 

applying multiple linear regression is that only qualitative data can be addressed but not 

categorical data (Aktar, Anagun, and Koksal 2009). Barone et al. (Barone, Lombardo, 

and Tarantino 2009) proposed a logistic regression in modelling ordinal affective data 

which is common in the product evaluation of affective satisfaction. Adjustable weights 

are introduced in the logistic regression to further improve the fitting capability.  

These regression approaches require the assumptions that perceptual design 

attributes are linear with affective customer needs, and that the effect of a perceptual 

design attribute is constant throughout the entire range of the affective customer needs. 

To satisfy these assumptions, more perceptual design attributes are required to fit a wider 

range of affective customer needs. Hence, the model is more complex and more difficult 

to interpret when more perceptual design attributes are involved (Han et al. 2000). Also, 

evaluation of affective dimensions involves human subjective judgments which are 

inherently imprecise. Hence, the assessment which represents a source of uncertainty and 

bias is typically neglected in the regression models, which correlate perceptual design 

attributes and affective customer needs. 
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3.1.2 Artificial intelligence 

Compared with statistical techniques, artificial intelligence techniques are generally more 

capable of dealing with ambiguous survey data for affective design and the modelling of 

nonlinear relationships between affective customer needs and design attributes. Artificial 

intelligence techniques, neural networks, support vector machines (SVM), fuzzy expert 

systems, fuzzy regression and hybrid approaches, have been applied on affective design.  

Neural network is a biologically inspired computational model formed from a number 

of artificial neurons which are connected with weights. The neurons in the input layer 

receive input information and propagate them to the neurons in the hidden layer. The 

weighted sums from one or more hidden layers are then propagated to the output layer 

which presents the final outputs of the network (Sze, Chen, Yang, and Emer, 2017). 

Neural networks have been applied in affective design, as they are more capable to 

model nonlinear relationships compared with statistical regressions. The multilayer 

neural network has been proposed to model nonlinear relationships between perceptual 

design elements and affective customer needs for office chairs (Hsiao and Huang 

2002), mobile phones (Lai, Lin, and Yeh 2005), form-colour matching (Lai et al. 2006, 

Lin, Yeh, and Hung 2008, Zhou et al. 2017), motorcycle helmets and paddle tennis 

rackets (Diego-Mas and Alcaide-Marzal 2016) . A radial basis function was introduced 

into a neural network to evaluate various cultural factors for affective design (Chen, 

Khoo, and Yan 2003). The radial basis function simulates the bell-shaped distribution 

as in fuzzy inference systems, and it attempts to model uncertainty caused by affective 

quality evaluations (Jang and Sun 1993). The approach is more capable for affective 

modeling, which normally involves a high degree of uncertainty. To further enhance 

the capability of modelling the nonlinear relationships between perceptual design 

attributes and affective customer needs, Chen et al. (Chen, Khoo, and Yan 2006) 

integrated hierarchal analysis and a Kohonen self-organising map into a neural 

network. Their approach found that less training data was required, as a nonlinear 

clustering was adopted to perform the unsupervised learning. Also Ling et al. (Ling et 

al. 2014) developed a wavelet function based neural network for affective design. Shen 

and Wang (Shen and Wang 2016) adopted a multi-linear regression and back-

propagation neural network to build the relationship between Kansei words and design 

elements. 



16 
 

Although neural network approaches are able to model the nonlinear relationships 

between perceptual design attributes and affective customer needs, the models are in 

the form of a simplified black-box structure and lack of transparency.  

Support vector machines (SVM) are developed based on the principle of structural risk 

minimization which attempts to minimize an upper bound of the generalization error 

rather than minimizing the training error. SVM has been adopted to model the affective 

relationships in product design. Shieh and Yang (Shieh and Yang 2008) proposed a 

one-versus-one fuzzy SVM approach to develop a classification model of product form 

design based on customer preferences, and the results of the experiment showed that 

fuzzy SVM performed better than SVM. Similar to the fuzzy approach, SVM has been 

proposed based on grey sets in order to address the perceptions when people are 

evaluating the affective quality (Wang 2011). Support vector regression is an 

extension of SVM by introducing an ɛ-insensitive loss function to solve function 

estimation problems. Yang and Shieh (Yang and Shieh 2010) employed support vector 

regression to develop a model for predicting consumer affective responses of product 

forms, where a real-coded genetic algorithm was used to determine the training 

parameters of the support vector regression model. Yang (Yang 2011a) integrated 

support vector regression and multi-objective genetic algorithm to construct a hybrid 

Kansei engineering system based on multiple affective responses. Fan et al. (Fan, 

Chiu, and Yang 2014) and Yang (Yang 2011b) developed a support vector regression 

approach to model the relationship between customers’ affective responses and design 

attributes. The results showed that the overall performance of the support vector 

regression models was superior to the neural networks models. 

Fuzzy expert system: Despite using neural networks to model nonlinearities between 

perceptual design attributes and affective customer needs, a fuzzy expert system was 

proposed in affective design (Shieh and Hsu 2013). The approach has been applied in 

fashion products (Lai et al. 2006) and car forms (Syutono et al. 2016). Lin et al. (Lin, 

Lai, and Yeh 2007) proposed a fuzzy logic approach for the affective design of mobile 

phones. They showed that their developed fuzzy models outperformed the neural 

network-based models in term of generalization capability. Also, unlike neural 

networks which are a black-box typed modelling approach and explicit information is 

difficult to be extracted, information on the relationships between perceptual design 
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attributes and affective customer needs can be obtained from the fuzzy expert system.  

Fuzzy neural networks: The fuzzy neural networks approach combines the capability of 

fuzzy logic in the linguistic representation of knowledge and the adaptive learning 

capability of neural networks for modeling. The fuzzy neural network is a multilayer 

feed-forward network in which the neural network is regarded as a learning algorithm 

and fuzzy reasoning is used to map inputs into an output (Wang and Elhag, 2008).  The 

network uses a series of output nodes of neural networks to emulate a fuzzy 

membership grade of an input and then determines the aggregate value of an output 

through defuzzification.  The approach has been used for affective modeling in 

previous studies (Sun et al. 2000, Tsai, Hsiao, and Hung 2006, Akay and Kurt 2009). 

Hsiao and Tsai (Hsiao and Tsai 2005) proposed a neural network-based fuzzy 

reasoning approach for modelling the relationships between design attributes and 

customers’ affective image. An adaptive neural fuzzy inference system (ANFIS) (Jang 

1993) was developed to generate nonlinear and explicit customer satisfaction models 

for new product development (Kwong, Wong, and Chan 2009) and affective design 

(Kwong et al. 2013). Based on the fuzzy rules generated in the fuzzy neural networks, 

explicit relationships between perceptual design attributes and affective customer 

needs can be obtained (Kwong, Wong, and Chan 2009).  Jiang et al. (Jiang, Kwong, 

Siu, et al. 2015) proposed a rough set and particle swarm optimization based-ANFIS 

approach to model customer satisfaction for affective design. The proposed modelling 

approach is effective for predicting customer satisfaction when the product prototypes 

are given. 

Explicit information on affective design can be extracted based on fuzzy neural 

networks and fuzzy expert systems. They overcome the limitation of neural networks 

where explicit information is difficult to be extracted. The generalization capabilities 

of neural networks are generally better than those fuzzy methods, as the size of the 

neural network is more flexible and can be expanded to model any system nonlinearity. 

This is a tradeoff in deciding whether to use neural networks or fuzzy methods, where 

one needs to decide on obtaining better generalization capability or more explicit 

information. 

Fuzzy regression: Evaluating the affective design of products involves human opinion 

judgements which are subjective and inherently imprecise. Neural networks and 
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statistical regression cannot address the uncertainty due to human subjective 

judgements in affective design. To address the fuzziness, fuzzy regression was 

proposed by Shimizu and Jindo (Shimizu and Jindo 1995), Sekkeli et al. (Sekkeli et 

al. 2010) and Kwong et al. (Kwong et al. 2010) in modeling the relationships between 

affective customer needs and perceptual design attributes. Fuzzy regression is a fuzzy 

type of classical regression analysis in which the coefficients in the model are 

represented by fuzzy numbers. It aims to find a regression model that fits all observed 

fuzzy data using a specified fitting criterion. In affective design, the fuzzy regression 

approach attempts to account for the fuzziness when evaluating various affective 

dimensions of products. To enhance the generalization capability of modelling the 

nonlinearity between affective customer needs and perceptual design attributes, 

genetic programming based fuzzy regression was also been proposed to model 

affective relationships (Chan et al. 2011), where the polynomial of the fuzzy regression 

was generated by the genetic programming and the fuzzy coefficients were determined 

by Tanakia fuzzy regression (Tanaka, Uejima, and Asai 1982). To enhance the 

generalization capability of estimating the uncertainty in evaluating affective design, 

more flexible spread based fuzzy regressions have been proposed by integrating with 

genetic computational algorithms (Chan and Engelke 2017, Chan et al. 2017, Kwong, 

Jiang, and Luo 2016). 

Compared with fuzzy neural networks and fuzzy expert systems, explicit 

information can be directly indicated from fuzzy regression models which are in 

polynomial forms. Also, the interaction and significance of the regressors can be 

indicated. However, the generalization capabilities of fuzzy neural networks and fuzzy 

expert systems are generally better than those fuzzy regression methods. One needs to 

perform a trade off between the generalization capabilities and capabilities in obtaining 

explicit information while choosing a technique for affective modeling. 

3.2 Knowledge discovery in affective data 

Sometimes, explicit information may not be easily obtained from complex mathematical 

models which relate affective customer needs and perceptual design attributes. Rule based 

systems can be used to help interpret the relationships. Previous research approaches 

adopted association rules, rules with rough sets and grey sets to interpret the relationships.  
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3.2.1    Association rule mining 

Association rule mining is commonly used to discover frequent item-sets as rules from a 

large database.  It has been employed to generate rules for affective design. Jiao et al. 

(Jiao, Zhang, and Helander 2006) developed an association rule system to generate rules 

from frequent item-sets in a large database, where the item-sets correlate affective 

customer needs and perceptual design elements. The association rules are mostly 

represented as ‘affective customer needs Y  perceptual design elements X’.  In the 

association rule set, a goodness index indicates the accuracy of a particular association 

rule by comparing actual affective scores with the scores estimated by the rule system 

(Jiao, Zhang, and Helander 2006, Yang and Shieh 2010).  Based on the association rules, 

significant perceptual design attributes can be identified.  Also, unlike statistical analyses 

which may lose information caused by analysing expected values in the affective 

dimensions, the rules cover all information in the range of an affective dimension (Aktar, 

Anagun, and Koksal 2009).  Park and Han (Park and Han 2004) developed fuzzy rule-

based models for explaining the relationships between affective customer needs and 

product design attributes. Jiao et al. (Jiao et al. 2008) developed an association rule 

system with ambient intelligence in order to recommend design attributes for a particular 

perceptual design element and facilitate the interactive decision-making of affective 

design.  

Ambiguity exists in affective design evaluation as it involves human subjective 

judgement. Association rules only show the mapping between quantity domains of 

perceptual design attributes and affective customer needs. The ambiguity in affective 

design evaluation has not yet been addressed. In the following subsection 3.2.2, the 

theories of the rough set and grey set are adopted in the associate rule mining in order to 

address the ambiguity in evaluating affective quality. 

3.2.2 Rule based systems based on Rough set and grey set 

To address ambiguity in affective design evaluation, Nagamachi (Nagamachi 2010) 

adopted rough set theory to address uncertainty in ambiguous data. The lower and upper 

approximations of affective customer needs are bounded in the rough set, where the lower 

approximations are certainly classified in the target classes and the upper approximations 

are vaguely covered in the target classes. When the lower and upper approximations are 

different, the approximations in the boundary region cannot be certainly classified into a 
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class. Rough sets can be used to indicate uncertainties of approximations. The basic 

concept of rough set theory is to formulate an approximation of a crisp set from vague or 

imprecise information. Hence rough set theory can be applied in affective design 

evaluation which is ambiguous or subjective.  

A study of Okamoto et al. (Okamoto, Nishino, and Nagamachi 2007) found that 

the rough set approach was more reliable in affective design evaluation compared with 

statistical regression especially in the existence of the interactions among design 

attributes. To further enhance the generalization capability, Bayesian rough sets theory 

was adopted to perform rough set-based rule mining for affective design (Nishino, 

Nagamachi, and Tanaka 2006, Zhai, Khoo, and Zhong 2009b). Zhou et al. (Zhou et al. 

2009) introduced a rough set-based rule mining to generate association rules for affective 

design, where significant rules were extracted based on an importance metric. Zhai et al. 

(Zhai, Khoo, and Zhong 2009a) further introduced  dominance-based rough set theory in 

affective rule mining by which  an approximation to ordinal data can be generated. Shi et 

al. (Shi, Sun, and Xu. 2012) developed an association rule system based on rough set 

theory which generated rules by including additional perceptual design attributes into the 

key elements and the selected final rules are based on the support and confidence 

thresholds. Fung et al. (Fung et al. 2012) employed a multi-objective genetic algorithm 

approach to generate approximate rules that can be used to determine the lower and upper 

limits of the affective dimensions of a product when the perceptual design attributes are 

specified. Wang proposed a framework based on rough set theory to correlate design 

attributes of new products and affective features which are evaluated subjectively by users 

(Wang 2018). Decision rules based on rough sets theory can be used to determine the 

optimal affective design.  

Despite using rough sets, grey theory can be used to illustrate uncertain 

information (Deng 1982), when the amount of affective data is small (Lai, Chang, and 

Chang 2005, Shieh, Yeh, and Huang 2016). Hsiao and Liu (Hsiao and Liu. 2002) used 

grey sets to model the relationship between a single perceptual design attribute and the 

affective customer need. The developed model was implemented in a computer-aided 

design system to recommend a perceptual design element corresponding to a specified 

affective dimension. Lai et al. (Lai, Lin, and Yeh 2005) expanded the single-perceptual 

design attribute model to a multi-variable one.  
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One of the limitations of rough set and grey set approaches is that the approaches 

can only be applied on affective design with categorical data and not quantitative ones. 

Although discretisation can be used to transform quantitative attributes into categorical 

attributes such that both the rough set and grey set approaches can be applied, some 

information contained in the original dataset may be lost and also the intervals of 

continuous attributes can only be defined roughly.  

3.3 Determination of Design Attribute settings for Affective Design 

In affective design, an optimal setting of perceptual design elements needs to be 

determined in order to achieve the maximum affective needs. To perform the 

optimization, conjoint analysis, classical optimization methods, and heuristic methods 

have been used. 

Conjoint analysis attempts to determine an appropriate combination of perceptual design 

attributes which is significant to the affective qualities. Conjoint analysis was 

employed to aid to determine the optimal setting of design attributes in new product 

development (Shi, Olafsson, and Chen 2001). Conjoint analysis attempts to determine 

the relative importance consumers attributes to salient attributes and the utilities they 

attach to the levels of attributes. Hong et al. (Hong, Han, and Kim 2008) proposed a 

variant of multiple response surfaces methodology to consider multi-affective 

customer needs by which  appropriate sets of design attributes were obtained. Akay 

and Kurt (Akay and Kurt 2009) adopted an ordinal logistical regression approach with 

conjoint analysis in order to determine optimal design attribute settings by maximizing 

the overall preference scores. Yadav et al. (Yadav et al. 2016) combined conjoint 

analysis, the Kano model, the Taguchi method and grey relation analysis in order to 

obtain the optimal combination of shape parameters and aesthetic aspects. Conjoint 

analysis has also been integrated with Kansei engineering for the affective design of 

digital cameras (Wang 2015). 

Single objective optimization: Simpson (Simpson 2004) formulated a single-objective 

optimization problem which involved an affective customer need, and nonlinear 

programming algorithms were developed to solve the problem for determining the 

optimal setting of the perceptual design elements. Aktar et al. ( Aktar, Anagun, and 

Koksal 2009) developed a statistical regression model which correlates affective 

customer needs and perceptual design elements. Based on the models, the best levels 
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of affective design attributes for visual perceptions are determined by maximizing the 

affective customer satisfaction.  

Multi-objective optimization: Heuristic algorithms such as genetic algorithm (GA) are 

commonly used in design optimisation. GA is effective to search for near-optimal 

solutions for many design optimization problems which involve multi-objectives and 

multi-optima (Saridakis and Dentsoras 2008b). Hsiao and Tsai (Hsiao and Tsai 2005) 

used GA to search for an optimal design which satisfied the required product image. 

Jiao et al. (Jiao et al. 2008) employed a GA to optimize affective design for mass 

customization and personalization of product ecosystems. Yang and Shieh (Yang and 

Shieh 2010) adopted GA to determine the parameter settings in support vector 

regression for predicting the affective responses on product form design. Fung et al. 

(Fung et al. 2014) proposed a guided search GA approach to determine the optimal 

design attribute settings for affective design. GAs have been used for solving various 

multi-objective and multi-optima design problems, such as product portfolio planning 

(Jiao, Zhang, and Wang 2007), and generative design (Yanagisawa and Fukuda 2005). 

Also, they have been used to determine the optimal setting of perceptual design 

attributes for multi-affective dimensions (Hsiao and Tsai 2005, Jiao et al. 2008, Yang 

and Shieh 2010, Jiang, Kwong, Liu, et al. 2015, Shieh, Li, and Yang 2018, Guo et al. 

2014). Another population based optimization method namely, particle swarm 

optimisation algorithm, has been proposed to develop association rules for the 

affective design of compact cars (Jiang et al. 2018). The algorithm was used to develop 

an association rule based system to correlate design attributes and affective 

dimensions. 

3.4 Limitations of the current affective design using traditional survey data 

Previous studies of affective design mainly involved conducting consumer surveys based 

on questionnaires and interviews to collect consumers’ views, preferences and comments 

regarding affective issues of products. Some limitations of the surveys can be observed as 

shown below: 

Limited numbers of Kansei words: When consumer surveys are designed, a limited 

number of Kansei words are usually used in order to create brief questionnaires or 

interviews. For example, in a survey involved with the assessment of 6 Kansei words 

on 20 product samples, respondents are required to make assessment 120 times (i.e. 
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120=6×20). The respondents are likely to lose patience in continuing to conduct the 

survey. More assessments are required, when more Kansei words are included in the 

survey. Therefore, only a limited number of Kansei words can be included in 

consumer surveys.  

Expensive survey cost and time delay: Conducting consumer surveys can be quite 

expensive especially involving interviews. On the other hand, it is common to take a 

period of time to conduct surveys. Thus, it is unavoidable to have some time delays 

for obtaining full sets of survey data and performing data analysis.   

Ignoring physiological responses and sentimental expressions: A consumer survey 

only records consumers’ scores or comments on affective design. The survey cannot 

take into account consumers’ facial expressions and even intonation of their voice 

which reflect their preferences on affective design of products to a certain extent. 

Also, the consumer survey data does not contain much sentimental expression which 

can easily be found in online customer reviews like consumer blogs, and social media.  

Consumer opinions excluding in questionnaire: Many potential customers are 

influenced by online reviews, like product blogs, and social media, when deciding 

their purchases. In turn, online reviews are sources of valuable information for product 

designers to generate affective design of new products. Online reviews are generally 

defined as free texts written by consumers. They are written entirely based on the 

willingness of consumers, out of their own interests, in their own language, and 

without any pre-defined questions to lead them. Online reviews provide rich 

information regarding opinions toward products and include consumer opinions 

which cannot be included in currently used surveys based on questionnaires and 

interviews.  

Table 2 summarizes the limitations and advantages of using different machine 

learning technologies for performing affective design. Ones can use this summary to 

apply machine learning technologies when performing affective design for new products.  

Table 3 illustrates the research articles which have been discussed in this Section and 

have been published from the past to 2018.  The number of publications in terms of the 

machine learning technologies are shown. In the category of affective design, the table 

shows that the number of articles for statistical regression is much smaller than the total 

number of those on artificial intelligence. These numbers reflect the fact that artificial 



24 
 

intelligence technologies are more effective in modelling data which is involved with 

nonlinearity and uncertainty than statistical regression. In the category of knowledge 

discovery in affective data, the number of articles for association rule mining is less than 

the number of rule based systems based on rough set and grey set. These numbers indicate 

that the approaches of rule based systems based on rough set and grey set are more 

commonly used, since these approaches are more effective in analysing survey data which 

is involved with uncertainty, while the approaches of association rule mining are not 

capable of addressing the uncertainty. In the category of knowledge discovery in affective 

data, the number of articles for multi-objective optimization are more than for the other 

two approaches. The more number can be explained by the fact that affective design 

mostly attempts to optimize more than one objective. Another interesting finding is that 

the total number of articles generally increased from 2001 to 2007 and the numbers 

generally decreased from 2009 to 2012. The numbers were more static from 2010 to 2018. 

Since those articles were researched based on the analysing of survey data, big data was 

become more popular. More research is expected to be focused on using big data for 

affective design. The impact and prospect of using big data for affective design is further 

discussed in the following section.  
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Table 2: Advantages and limitations of using machine learning technologies for affective design. 
 Affective Modelling (Section 3.1) Knowledge discovery in affective data 

 (Section 3.2) 
Determination of Design Attribute settings for 
Affective Design  (Section 3.3) 

Purposes on 
affective 
design 

Develop a model which relates perceptual design elements 
and affective customer needs in products; the models attempt 
to predict affective customer needs when a set of perceptual 
design elements is given. 

Interpret the relationships between perceptual design 
elements and affective customer needs in products; it 
discovers explicit knowledge for affective design; it 
compensates the limitation of models that only 
predict affective customer needs. 

Determine an optimal setting of perceptual design 
elements in order to achieve the maximum affective 
needs for customers. 

Mechanism 
analysis 

Statistical regression  
 

Advantages: Explicit information can be indicated from the 
models which is a polynomial form. Sensitivities, 
significances and interactions for perceptual design elements 
can be indicated. It compensates the limitation of artificial 
intelligence which cannot indicate explicit information. 
 

Limitations: The model cannot be used to estimate the 
amount of uncertainty which is caused by customer 
evaluations of affective needs. 
 
 

Association rule mining  
Advantages: The approach attempts to generate rules 
which are contented with affective qualities and 
perceptual design elements. The association rules are 

mostly represented as ‘affective customer needs Y  
perceptual design elements X’. The explicit 
relationship between perceptual design elements and 
affective customer needs can be indicated more 
clearly comparing with affective modelling. 
 

Limitations: Ambiguity exists in affective design 
evaluation, as human judgement is subjective. The 
ambiguity in affective design evaluation has not been 
included by the associate rules. 
 

Conjoint analysis attempts to determine an 
appropriate combination of perceptual design elements 
which are significant to the affective qualities. Conjoint 
analysis aids to determine the optimal design attributes 
and importance consumer attributes for affective needs. 
 

Advantages and limitations: Only an appropriate 
solution for affective design can be roughly estimated 
but the computational time is much faster than 
optimization. 
 
 
 
 

 

Artificial intelligence (AI) 
Advantages: More accurate predictions can be achieved 
compared with statistical regression, as highly nonlinearity 
can be modelled. Some AI methods such as fuzzy expert 
system, fuzzy neural networks and fuzzy regression can be 
used to estimate the amount of uncertainty which is caused by 
customer evaluations of affective needs. 
 

Limitations: Blackbox models are generated by the AI 
methods. Explicit information between perceptual design 
elements cannot be indicated.   
 

Note: Fuzzy regression can be used to generate models in 
fuzzy polynomial forms. Hence explicit information can be 
indicated. However the generalization capability of fuzzy 
regression is generally poorer. 

Rule based systems based on Rough set and grey 
set  
Advantages: The approach addresses the ambiguity 
in affective design evaluation. The rules are engaged 
with rough sets which indicate the uncertainties. The 
approach attempts to overcome the limitations of 
associate rule mining. 
 

Limitations: The approaches can only be applied on 
affective design with categorical data and not the 
quantitative ones. Although discretisation can be used 
to transform quantitative attributes into categorical 
attributes, partial information in the original dataset 
can be lost. 

Single objective and Multi-objective optimization  
Single objective optimization attempts to determine the 
optimal setting of perceptual design elements in order 
to maximize a single affective need, where it uses an 
affective model which relates a set of perceptual design 
elements and a single affective need. 
 

Mulit-objective optimization attempts to maximize 
more than one affective needs, where it uses a multi-
affective model which relates a set of perceptual design 
elements and multi-affective needs. 
 

Integer programming algorithms and heuristic 
algorithms such as evolutionary algorithms are 
commonly used for single objective and multi-
objective optimizations. 
 

Advantages and limitations: An optimal solution for 
affective design can be determined but much longer 
computational time is required than conjoint analysis. 
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Table 3 The numbers articles published for different machine learning techniques 

Years 2000 
or 
before 

2001 
to 
2003 

2004 
to 
2006 

2007 
to 
2009 

2010 
to 
2012 

2013 
to 
2015 

2016 
to 
2018 

Total in 
terms of 
approach 

Affective modelling Statistical regression 2 0 0 5 1 2 1 11 
Artificial 
intelligence 

Neural network 1 2 3 1 0 1 4 12 
Support vector machines 0 0 1 2 4 2 1 10 
Fuzzy expert system 0 0 1 1 0 1 1 4 
Fuzzy neural networks 2 0 2 4 0 2 0 10 
Fuzzy regression 2 0 0 0 3 0 3 8 

Knowledge discovery in 
affective data 

Association rule mining 0 1 2 2 1 0 0 6 
Rule based systems based on Rough set and 
grey set 

1 1 3 4 3 0 2 14 

Determination of design 
attribute settings for 
affective design 

Conjoint analysis 0 0 0 2 0 1 1 4 
Single objective optimization 0 0 1 1 0 0 0 2 
Multi-objective optimization 0 0 3 4 1 3 2 13 

Total in term of years 8 4 16 26 13 12 15 Overall 
total = 94 
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4. Future Prospects and Challenges in using Big Data for Affective Design 

So far, very limited research has been attempted on capturing consumer reviews or 

physiological responses in order to generate useful information for affective design. This 

section discusses the prospects in using big data to enhance affective design and to tackle 

the limitations of the current affective design technologies. Big data is involved in social 

media and smart affective systems which can be used to capture consumer reviews or 

physiological responses. The challenges in using big data for affective design are 

discussed, when the data size grows exponentially. 

4.1 Social media for affective design 

Social media such as Facebook, Twitter, LinkedIn, YouTube, and Instagram, are 

representative and relevant sources of social big data from everyday life (Bello-Orgaz 

and Jason 2016, Halavais 2015). Big data in social media continues grow in size from 

multiple distributed sources. This social big data is valuable to support product design 

decision making and to fulfil customer requirements in developing new products (Jin et 

al. 2016). Such social big data can intensively benefit affective design. For example, Song 

and Guido (Song and Guido 2006) proposed communication modes for affective web 

service design. Song and Vong (Song and John 2013) developed a smart phone interface 

for affective banking services. 
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Figure 4: Conceptual flow of using social big data in affective design 
 

Figure 4 shows the conceptual flow of using social big data for affective design. 

Social media consist of heterogeneous sources of data such as Facebook, Twitter, and 

Instagram for affective design. These social media data can be collected by big data 

collection technologies: parallel and distributed processing paradigms such as MongoDB, 

Cassandra, Hadoop (Bello-Orgaz and Jason 2016). As social media data mostly consists 

of text data but currently developed affective design frameworks are mostly developed 

for numerical data, affective design frameworks cannot be used on social media data 

which is mostly text (Kaisler et al. 2013). It is essential to transform the text data into 

numerical data before implementation on machine learning frameworks for affective 

design. Based on the transformed numerical data, the machine learning frameworks 

discussed in Section 3, such as statistical techniques, and artificial intelligence, can be 

used to extract and analyse affective design information. 

The following sub-sections discuss the commonly used methods, text mining, 

ontology and data visualisation, to extract numerical information and visual knowledge 

from social media data which contains heterogeneous content and is in text form.  
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4.1.1 Text mining 

Affective text contents collected from social media can be processed by two dominant 

statistical techniques namely Latent Dirichlet Allocation (Blei, Ng, and Jordan 2003) and 

Latent Semantic Analysis (Hofmann 1999). Latent Dirichlet Allocation is based on an 

unsupervised learning model to identify affective topics from the distribution of words. 

Latent Semantic Analysis (Bello-Orgaz and Jason 2016) has been extended to generate 

the semantic relationships based on a co-occurrence matrix. These techniques provide the 

mechanism for identifying patterns of affective term co-occurrence and using those 

patterns to identify coherent affective topics. Despite these two approaches, text mining 

algorithms can also be used to extract affective entities and their relationships from texts 

allowed for the inference of affective knowledge (J. Leskovec, A. Rajaraman, and Ullman 

2014). In the algorithms, each text is represented by a vector of frequency, which 

indicates the number of occurrences of the particular word in the text divided by the 

number of words in the entire text. The vector of frequency indicates the importance of a 

term in a social media, such as blogs, which discusses affective opinions of new products. 

4.1.2 Ontologies 

Although web mining algorithms can be used to convert unstructured textual data from 

social media (Bello-Orgaz and Jason 2016), misleading information can be generated as 

the same word has different meaning in different contexts. For example, word ‘chair’ can 

be referred differently in different domains, as furniture and as a person: 

Furniture: “A nice chair with proper back support will improve your posture” 

Person: “A nice chair will be mindful of agenda”  

 

Ontologies can be used to automate human understanding and relationships of the 

affective concepts, and achieve a certain level of filtering accuracy (Gruber 1993). Using 

text mining together with domain specific ontologies can produce a better accuracy of 

concept identification than solely using text mining. The effectiveness of the approaches 

can be enhanced by including domain ontologies, semantic web technologies and 

machine learning, where the semantic web technologies extract the semantics of textual 

data in order to determine the affective domain of the textual data, and machine learning 

performs domain-based classification for affective design. 
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4.1.3 Data Visualisation 

As the amount of social media data is growing significantly, visualisation approaches can 

be used to present data in a more intuitive way for easing data understanding and 

providing sufficient support for decision making, in order to boost the human cognitive 

process (Card, Mackinlay, and Shneiderman 1999). Visualisation attempts to effectively 

present large datasets, quick recognition of errors and outliers in datasets, and ease 

hypotheses formation out of data (Ware 2012). Visualization obtains insights from 

unstructured temporal data using parallel rendering algorithm (Ma et al. 2003), 

taxonomies of interaction techniques (Yi, Kang, and Stasko 2007), and the focus context 

technique (Lamping, Rao, and Pirolli 1995). Visualization leads to faster user cognition, 

improves decision making processes and shortens commination gaps (Wright 1998). It 

has the potential to add value to businesses which are involved with affective design. 

4.1.4 Data Fusion  

Data Fusion is the process of integrating multiple data sources to produce more 

consistent, accurate, and useful information than that provided by any individual data 

source (Castanedo 2013). It has been applied in many fields where data is distributed and 

generated from diverse sources (Yaqoob et al. 2016). In affective design, to get a holistic 

view about products, businesses ought to integrate information from these multiple 

channels. In the literature, various methodologies have been proposed to accumulate 

heterogeneous information from diverse sources. Breur  (Breur 2011) discussed data 

fusion as one out of four useful data analysis streams available to researchers. Bello-

Orgaz et al. (Bello-Orgaz, Jung, and Camacho 2016) summarized the challenges in data 

fusion: (i) obtaining more reliable methods for the fusing the multiple features of 

multimedia objects for social media applications, (ii) studying the dynamics of individual 

and group behaviour, (iii) characterizing the patterns of information diffusion, and (iv) 

identifying influential individuals in social networks. 

To overcome the challenges of data fusion, different techniques in information 

fusion are being developed to suit real world applications and the data. These intensive 

techniques are derived from different computing areas including artificial intelligence, 

statistical estimation, pattern recognition, and so on (Yaqoob et al. 2016). However, given 

the very large heterogeneous dataset from social media, one of the major challenges is to 

identify valuable data and how to analyse them in determining useful knowledge (Bello-
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Orgaz, Jung, and Camacho 2016). Emerging Big data applications can be seen as a 

solution to integrate the heterogeneous and dynamic stream of data from diverse social 

media channels. 

4.2 Affective smart systems for affective design  

Recent research indicates that attention has been attracted to the development of affective 

smart systems in using the affective states of users such as emotions, facial expression 

and body gestures, in order to make decisions and for information provision (Katarya and 

Verma 2016, Balters and Steinert 2017, Bhandari et al. 2017). Affective smart systems 

interpret users’ induced behaviour, and subsequently make decisions to cater for users’ 

affective needs. As an example, affective tutoring systems were developed, in order to 

identify learner affective states and to tailor-make specified learning content to suit the 

learner (Kaklauskas et al. 2015). The affective tutoring system captured the learner’s 

affective states and physiological parameters such as stress, heart rate, blood pressure, 

skin humidity, perspiration, temperature, and conductance. By conjoining learners’ past 

learning data, and the newly captured affective states and physiological parameters, the 

affective tutoring system can personalise simpler, less stressful, more interesting and 

more effective learning processes.  

Similar to affective tutoring systems, an affective smart system can be developed 

to correlate designers’ initial design prototypes and the captured affective states in order 

to further improve customer satisfaction of new products (Zhou et al. 2014), as the 

consumers’ affective state indicates whether one would like to purchase a product (Ahn 

2010).  Lu and Petiot (Lu and Petiot 2014) proposed an affective smart system to measure 

the emotions elicited from purchasing new products. A smart camera was developed to 

capture user perceptions when different perceptual design elements and engineering 

characteristics were used (Wang et al. 2014). The captured user perceptions were used to 

determine the optimal camera which satisfied both functional and affective design needs. 

Xu et al. (Xu et al. 2014) proposed to use interactive online big data to examine the real-

time relationship between customers’ affective satisfaction and facial expression, where 

the facial data was captured and analysed in real time. Their proposed framework 

attempted to differentiate between posed and spontaneous expressions but still cannot 

address all affective states other than facial expression. The effectiveness of the proposed 



32 
 

framework is limited by the heterogeneity of the communication technologies and 

distributed topology.  

4.3 Challenges and strategies in using big data for affective design 

As discussed in the aforementioned section, machine learning is not a new domain for 

affective design. Big data with affective design content can be grown exponentially due 

to the popularity of social media and the advanced technologies of sensor networks, where 

the data can be included with images, speeches, videos, structural / semi-structural / 

unstructural data. Machine learning assists in better affective design by learning big data 

involving affective customer needs and product design attributes. The following 

challenges and strategies related to network security, parallel implementation, 

algorithmic development and mobile networks, are discussed in order to develop efficient 

machine learning technologies which offer significant learning demands including super 

high speed, feasible implementation and minimal human intervention. 

1. Network security is important when capturing massive amounts of affective data daily 

from social media. It is challenging to process large volumes of data by commercial 

security tools which are developed for small amounts of data. For example, base-lining 

network object behaviour cannot be validated over a monthly period when the data 

size is huge (Singh 2014). Also, the correlations between disparate data sources, 

customer databases and live web streams, are too big to identify the buried data and 

perform data cleaning. It is necessary to develop effective data management toolkits 

to leverage big data from the streaming database systems (Condie et al. 2013). 

2. Parallel implementation: Processing tons of affective data at a faster speed is 

challenging. Machine learning can be implemented in parallelization systems such as 

Hadoop and Cloud, in order to perform big data mining. Dai and Ji (Dai and Ji 2014) 

and He et al. (He et al. 2013) implemented Hadoop for parallel decision trees and 

regression; Cuzzocrea et al. (Cuzzocrea, Mumolo, and Corona 2015) developed a 

Cloud-based machine learning tool to predict future data. These parallelization 

techniques improved the efficiency and the reliability of big data mining (Wu et al. 

2014) and have the potential to be implemented in machine learning for affective 

design involving huge amounts of affective data. 

3. Algorithmic development: It is challenging to implement machine learning for the 

affective data involved with multichannel captures, visual images and videos, as such 
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data is massive in amounts and with large dimensions. In big data mining, two 

technologies, feature selection and incremental learning, are generally used to tackle 

these challenges. Feature selection is essential to filter insignificant features which are 

not helpful for understanding the full data set (Olvera-López et al. 2010). 

Representative subsets are generated with much fewer features compared with the 

original number of features but they keep significant information of the original dataset. 

Hence the computational complexity of machine learning can be reduced. To update 

the machine learning parameters, incremental learning can be used on the newly 

captured data rather than again training with both new and old data. Incremental 

leaning provides an effective way for adapting algorithms on noisy (Yang and Fong 

2012) and spatially big data (Wang et al. 2014).  

4. Deep learning: It is challenging to digest large, comprehensive and complex text data 

from online sources such as web blog/forum, and social media. Although advanced 

technologies for information gathering and provisioning for consumers, data overload 

is still a problem (Workman and Riding 2016). A powerful learning mechanism is 

essential to comprehend the vast volumes of text data and to handle this growing 

deluge of online text data. IBM’s Watson is a commonly used cognitive system that 

uses deep learning for natural language processing (High 2012). Deep neural networks 

have also been used for language modelling (Mikolov et al. 2013), translation (Devlin 

et al. 2014), document summarization (Denil et al. 2014) and opinion mining from text 

data (López-Sánchez, Arrieta, and Corchado 2018).  Although deep neural networks 

have been developed for natural language processing, they only learn from word 

vectors appearing in the text data (Elden 2007). There is a potential problem that the 

same word may have a different meaning in different contexts, as machines still cannot 

fully understand human linguistic content such as concepts and subject behaviour.  

Hence, the network is likely to generate misleading analysis, which may not help in 

developing a product with good affective quality. To overcome this, one can integrate 

text mining in word vectors together with domain ontologies of affective design, where 

the ontologies simulate human understanding and semantic concepts of affective 

design (Bello-Orgaz and Jason 2016).  

5. Mobile networks: Thanks to the development of 5G technology, mobile smart devices 

have become more and more powerful. Mobile smart devices can acquire geographical 

location information through positioning systems, acquire audio information through 
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microphones, acquire multimedia information, acquire user gestures and other body 

language information through touch screens and gravity sensors (Chen, Mao, and Liu 

2014). Over the years, wireless operators have improved the service level of the mobile 

Internet by acquiring and analyzing mobile crowd-sensing, transportation and so on 

(Luong et al. 2016). Mobile technology will help to tackle the challenges of developing 

smart affective systems which capture significant amounts of data regarding 

consumers’ affective states and physiological parameters. 

Table 4 summarizes the approaches for collecting, analysing and processing both small 

and large data. Also, the table summarizes the limitations and challenges of using big data 

and traditional survey data which is small data. It attempts to provide guidelines in using 

small and big data for affective design. 
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Table 4: Using small data and big data for affective design 

Data 
sizes 

Data collection methods Data types Data analysis and processing Limitations or challenges 

Small 
data 

Questionnaires, survey, 
interview  

Numerical data in 
psychometric scales; 
survey answers 
  

As the data is mostly the numerical data which 
is in psychometric scales or discrete format, 
machine learning can be directly implemented 
to analyze the data. 

Limited numbers of perceptual design elements and Kansei 
words can only be used in the survey questions or 
questionnaires;  

Expensive cost and time delay when conducting the surveys; 
Physiological responses and sentimental expressions are 

generally not included; 
Consumer opinions cannot be fully covered in questionnaires or 

consumer surveys. 
 

Big data Data source: social media such 
as Facebook, Twitter, 
LinkedIn, YouTube, 
Instagram 

Data collection technologies: 
parallel and distributed 
processing paradigm such as 
MongoDB, Cassandra, 
Hadoop (G. Bello-Orgaz & 
Jason, 2016) 

 

Social media data 
which is mostly in text 
format (Kaisler, 
Armour, Espinosa, & 
Money, 2013) 
 

As the data is in text formats, the data has to be 
transformed into numerical format before 
analysing with machine learning;  

Text mining (G. Bello-Orgaz & Jason, 2016), 
and ontologies (Gruber, 1993) are the 
common components to transform text 
formats into the numerical formats;   

As data is collected from multiple data sources, 
data fusion is applied to produce more 
consistent data format (Castanedo, 2013);  

Data visualization is used to present large 
datasets in order to quickly recognize errors 
and outliers in datasets (Ware, 2012).  

  
 
 

Cybernetic security: An effective data management toolkit is 
essential to be develop to leverage big data from streaming 
database systems (Condie, Mineiro, Polyzotis, & Weimer, 
2013); 

Large computational demand: Processing tons of affective data 
in a faster speed is challenging. An effective parallelization 
system has to be developed (Cuzzocrea, Mumolo, & Corona, 
2015); 

Algorithmic development: Implementation of machine learning 
for affective data is challenging. Despite text data, big data is 
involved with multichannel captures, which is huge in amount 
and large dimensions (Olvera-López, Carrasco-Ochoa, 
Martínez-Trinidad, & Kittler, 2010); 

Data transmission: high transmission is required as the data size 
is huge and data dimension is large. 5G technology and 
mobile smart devices have improved the mobile Internet in 
acquiring mobile crowd-sensing and transportation (Luong et 
al., 2016). 
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6. Conclusions 

In this paper, we presented a survey of the approaches of using machine learning 

technologies for affective design. These technologies attempt to evaluate the relationships 

between affective customer needs and perceptual design elements, and to determine the 

optimal setting of perceptual design elements for affective design. We also discussed 

using machine learning technologies for discovery knowledge in customers’ affective 

data. We also assessed the limitations and advantages of the commonly used machine 

learning technologies for affective data. As information for affective design can be 

exploited from social media which involves big data, a conceptual framework is presented 

to capture and analyse such big data. We also discussed the limitations and advantages of 

using small data and big data for affective design.  

Section 2 describes the mechanisms and purposes of affective design and Kansei 

engineering, including how one uses Kansei Engineering to develop survey questions and 

questionnaires in order to study the relationships between affective customer needs and 

perceptual design attributes. Affective design of mobile Phones was used as a design 

example in survey questionnaires. Based on the survey questions in the questionnaire, 

small amounts of data can be collected in order to perform affective design. Section 3 

presents the commonly used machine learning technologies for affective design, which 

were categorized to perform three tasks: affective modelling, knowledge discovery, and 

determination of optimal design attribute settings. For affective modelling, machine 

learning is used to develop a model that correlates design attributes and affective 

customer needs. Machine learning is used to determine optimal design attribute settings 

based on affective models. For knowledge discovery, machine learning is used to interpret 

the relationships between perceptual design elements and affective customer needs in a 

product. We discuss the limitations and advantages of machine learning technologies for 

performing affective design, thus providing guidelines for researchers who are interested 

to explore machine learning technologies for affective design.  

As discussed at the end of Section 3, previous studies demonstrated that traditional 

survey data has mostly been used on machine learning for affective design. However, 

traditional survey data is generally time consuming and expensive to be collected and 

also the data cannot fully cover all affective domains of a product. Nowadays, big data 
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related to affective design can be captured from social media, revealing consumer 

affective requirements for new products. Processing and analysing such big data 

effectively will become critical and widely used for affective design. We discuss the 

prospects and challenges in using big data to enhance affective design on which very 

limited research has so far been attempted. Section 4 discusses the conceptual framework 

and challenges of using big data for affective design. It presents the commonly used 

mechanisms of processing and collecting big data from the social media. As the size of 

the social media data is large and the data is captured from multi-sources, processing big 

data requires high performance computers, fast speed for data transmission and large data 

storage. Several strategies are suggested to tackle these challenges. We also discuss the 

limitations and advantages of using big data and traditional survey data which is on a 

much smaller scale. This will provide guideline for researchers to obtain a trade off in 

using big and small data for affective design. 

Through this paper, an interdisciplinary collaboration between big data, machine 

learning and affective design is advised, as this will facilitate product designers by 

exploiting valuable information from big data for affective design. 
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