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Abstract

Measure-preserving neural networks are well-developed invertible models, however, their approximation capabilities remain un-
explored. This paper rigorously analyses the approximation capabilities of existing measure-preserving neural networks including
NICE and RevNets. It is shown that for compact U ⊂ RD with D ≥ 2, the measure-preserving neural networks are able to approxi-
mate arbitrary measure-preserving map ψ : U → RD which is bounded and injective in the Lp-norm. In particular, any continuously
differentiable injective map with ±1 determinant of Jacobian are measure-preserving, thus can be approximated.

Keywords: measure-preserving, neural networks, dynamical systems, approximation theory

1. Introduction

Deep neural networks have become an increasingly success-
ful tool in modern machine learning applications and yielded
transformative advances across diverse scientific disciplines
(Krizhevsky et al., 2017; LeCun et al., 2015; Lu et al., 2021b;
Schmidhuber, 2015). It is well known that fully connected neu-
ral networks can approximate continuous mappings (Cybenko,
1989; Hornik et al., 1990). Nevertheless, more sophisticated
structures are preferred in practice, and often yield surprisingly
good performance (Behrmann et al., 2019; Chen et al., 2018;
Dinh et al., 2015; Fiori, 2011a,b; Gomez et al., 2017; Jin et al.,
2020b,c), such as convolutional neural networks (CNNs) for
image classification (Krizhevsky et al., 2012), recurrent neural
networks (RNNs) for natural language processing (Maas et al.,
2013), as well as residual neural networks (ResNets) (He et al.,
2016), which allow information to be passed directly through
for making less exploding or vanishing.

Recently, invertible models have attached increasing atten-
tion. As the abilities of tracking of changes in probability den-
sity, they have been applied in many tasks, including generative
models and variational inference (Behrmann et al., 2019; Chen
et al., 2018, 2019; Dinh et al., 2017; Rezende and Mohamed,
2015; Kingma and Dhariwal, 2018). The learning model for the
above use cases need to be invertible and expressive, as well as
efficient for computation of Jacobian determinants. Addition-
ally, more invertible structures are proposed for specific tasks.
For example, Gomez et al. (2017) propose reversible residual
networks (RevNets) to avoid storing intermediate activations
during backpropagation relied on the invertible architecture, Jin
et al. (2020c) develop symplectic-preserving networks for in-
dentifying Hamiltonian systems.

To maintain the invertibility, most aforementioned architec-
tures have other intrinsic regularizations or constraints, such
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as orientation-preserving (Behrmann et al., 2019; Chen et al.,
2018), symplectic-preserving (Jin et al., 2020c), as well as
measure-preserving (Dinh et al., 2015; Gomez et al., 2017).
Encoding such structured information makes the classical uni-
versal approximation theorem no longer applicable. Recently,
there have been many research works focusing on representa-
tions of such structured neural networks and developing fruitful
results. Jin et al. (2020c) prove that SympNets can approxi-
mate arbitrary symplectic maps based on appropriate activation
functions. Zhang et al. (2020) analyze the approximation ca-
pabilities of Neural ODEs (Chen et al., 2018) and invertible
residual networks (Behrmann et al., 2019), and give negative
results (also given in (Dupont et al., 2019)). Kong and Chaud-
huri (2020) explore the representation of a class of normalizing
flow and show the universal approximation properties of plane
flows (Rezende and Mohamed, 2015) when dimension d = 1.

Measure-preserving (also known as volume-preserving,
area-preserving) neural networks are well-developed invertible
models. Their inverse and Jacobian determinants can be com-
puted efficiently, thus they have practical applications (Dinh
et al., 2015; Gomez et al., 2017; Jin et al., 2020b; Zhang et al.,
2021). Due to measure-preserving constraints, there have been
many works dedicated to enhance performance via improv-
ing expressivity (Dinh et al., 2017; Chen et al., 2018, 2019;
Huang et al., 2018; Kingma and Dhariwal, 2018). However,
to the best of our knowledge, the approximation capability of
measure-preserving neural networks, i.e., whether they can ap-
proximate any invertible measure-preserving map, remains un-
explored mathematically.

This paper provides a rigorous mathematical theory to an-
swer the above question. The architecture we investigated is
the composition of the following modules,

x̂[ : s] = x[ : s] + fnet1 (x[s : ]),
x̂[s : ] = x[s : ],

(1)
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and
x̂[ : s] = x[ : s],
x̂[s : ] = x[s : ] + fnet2 (x[ : s]),

(2)

which are the basic modules of NICE (Dinh et al., 2015) and
RevNets (Gomez et al., 2017). The main contribution of this
work is to prove the approximation capabilities of above mod-
ules. It is shown that for compact U ⊂ RD with D ≥ 2, the
measure-preserving neural networks are able to approximate ar-
bitrary measure-preserving map ψ : U → RD which is bounded
and injective in the Lp-norm. Note that measure-preserving
neural networks are also bounded and injective on compact
set. Specifically, the approximation theory holds for continu-
ously differentiable injective maps with ±1 determinants of Ja-
cobians.

The rest of this paper is organized as follows. Some prelimi-
naries, including notations, definitions and existing network ar-
chitectures are detailed in Section 2. In Section 3, we present
the approximation results. In Section 4, we perform numerical
experiments to demonstrate the validity of learning measure-
preserving map and discuss the application scopes of our the-
ory. In Section 5, we present detailed proofs. Finally, we con-
clude this paper in Section 6.

2. Preliminaries

2.1. Notations and definitions

For convenience we collect together some of the notations
introduced throughout the paper.

• Range indexing notations, the same kind for Pytorch ten-
sors, are employed throughout this paper. Details are pre-
sented in Table 1.

• For differentiable F = (F1, · · · , FD)> : RD → RD, we
denote by JF the Jacobian of F, i.e.,

JF ∈ RD×D and JF[i][ j] =
∂Fi

∂x j
.

• For 1 ≤ p < ∞, U ⊂ RD, Lp(U) denotes the space of
p-integrable measureable functions F = (F1, · · · , FD)> :
U → RD for which the norm

‖F‖Lp(U) =

D∑
d=1

(
∫

U
|Fd(x)|pdx)

1
p

is finite; C(U) consists of all continuous functions F =

(F1, · · · , FD)> : U → RD with norm

‖F‖U = max
1≤d≤D

sup
x∈U
|Fd(x)|

on compact U.

• We denote by ΩLp(U) the closure of Ω in Lp(U) if Ω ⊂

Lp(U), meanwhile, denote by ΩU the closure of Ω in C(U)
if Ω ⊂ C(U).

• A function f on U is called Lipschitz if ‖ f (x) − f (x′)‖ ≤
L ‖x − x′‖ holds for all x, x′ ∈ U.

• NNd consists of some neural networks fnet : Rd → RD−d,
we call it control family.

Definition 1. Let U ⊂ RD be a Borel set. The Borel map ψ :
U → RD is (Lebesgue) measure-preserving if ψ(U) is a Borel
set and H[ψ−1(B)] = H[B] for all Borel sets B ⊂ ψ(U), where
H is Lebesgue measure.

By the transformation formula for integrals, ψ is measure-
preserving if ψ is injective, continuously differentiable and
det(Jψ) = 1. The Jacobians of both (1) and (2) obey determi-
nant identity and the composition of measure-preserving maps
is again measure-preserving; a continuous fnet can be approxi-
mated by smooth functions, thus the measure is also preserved
by (1) and (2) with nondifferentiable control family due to
the dominated convergence theorem. Therefore the aforemen-
tioned architectures are measure-preserving and we call such
learning models as measure-preserving neural networks.

x[i] The i-th component (row) of vector
(matrix) x.

x[:][ j] The j-th column of matrix x.

x[i1 : i2] (x[i1], · · · , x[i2 − 1])> if x is a column
vector or (x[i1], · · · , x[i2 − 1]) if x is
a row vector, i.e., components from i1
inclusive to i2 exclusive.

x[ : i] and x[i : ] x[1 : i] and x[i : D + 1] for x ∈ RD,
respectively.

x[i1 : i2] (x[ : i1]>, x[i2 : ]>)> if x is a column
vector or (x[ : i1], x[i2 : ]) if x is a row
vector, i.e., components in the vector
x excluding x[i1 : i2].

Table 1: Range indexing notations in this paper.

2.2. Measure-preserving neural networks

We first briefly present existing measure-preserving neural
networks as follows, including NICE (Dinh et al., 2015) and
RevNet (Gomez et al., 2017).

NICE is an architecture to unsupervised generative modeling
via learning a nonlinear bijective transformation between the
data space and a latent space. The architecture is composed of
a series of modules which take inputs (x1, x2) and produce out-
puts (x̂1, x̂2) according to the following additive coupling rules,

x̂1 = x1 + fnet(x2),
x̂2 = x2.

(3)

Here, fnet is typically a neural network, x1 and x2 form a par-
tition of the vector in each layer. Since the model is invertible
and its Jacobian has unit determinant, the log-likelihood and
its gradient can be tractably computed. As an alternative, the
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components of inputs can be reshuffled before separating them.
Clearly, this architecture is imposed measure-preserving con-
straints.

A similar architecture is used in the reversible residual net-
work (RevNet) (Gomez et al., 2017) which is a variant of
ResNets (He et al., 2016) to avoid storing intermediate acti-
vation during backpropagation relied on the invertible architec-
ture. In each module, the inputs are decoupled into (x1, x2) and
the outputs (x̂1, x̂2) are produced by

x̂1 = x1 + fnet1 (x2),
x̂2 = x2 + fnet2 (x̂1).

(4)

Here, fnet1 , fnet2 are trainable neural networks. It is observed
that (4) is composed of two modules defined in (3) with the
given reshuffling operation before the second module and also
measure-preserving.

The architecture we investigate is analogous to RevNet
but without reshuffling operations and using fixed dimension-
splitting mechanisms in each layer. Let us begin by introducing
the modules sets. Given integers D ≥ s ≥ 2 and control families
NND−s+1,NN s−1, denote

Mup =

m : x 7→ x̂

∣∣∣∣∣∣∣∣∣∣
x̂[ : s] = x[ : s] + fnet(x[s : ]),
x̂[s : ] = x[s : ],

fnet ∈ NN
D−s+1.

 ,

Mlow =

m : x 7→ x̂

∣∣∣∣∣∣∣∣∣∣
x̂[ : s] = x[ : s],
x̂[s : ] = x[s : ] + fnet(x̂[ : s]),

fnet ∈ NN
s−1

 .
Subsequently, we define the collection of measure-preserving
neural networks generated byMup andMlow as

Ψ =
⋃
N≥1

{mN ◦ · · · ◦ m1
∣∣∣ mi ∈ Mup ∪Mlow, 1 ≤ i ≤ N}. (5)

We are in fact aiming to show the approximation property of Ψ.

3. Main results

Now the main theorem is given as follows, with several con-
ditions required for control families.

Assumption 1. Assume that the control family NNd satisfies

1. For any fnet ∈ NN
d, fnet is Lipschitz on any compact set

in Rd.

2. For any compact V ∈ Rd, smooth function f on V, and
ε > 0, there exists fnet ∈ NN

d such that ‖ fnet − f ‖V ≤ ε.

Theorem 1. Suppose that D ≥ s ≥ 2, p ∈ [1,∞), U ⊂ RD is
compact, the control familiesNNd (d = D− s + 1, s−1) satisfy
Assumption 1, and Ψ is defined as in (5). If ψ : U → RD is
measure-preserving, bounded and injective, then

ψ ∈ ΨLp(U).

Viz., for any ε > 0, there exists a measure-preserving neural
network ψnet ∈ Ψ such that

‖ψ − ψnet‖Lp(U) ≤ ε.

Clearly, there is only identity map in Ψ when dimension D = 1,
thus this conclusion is not true for D = 1 due to the counterex-
ample ψ(x) = −x.

Here, the requirements of map ψ, i.e., injection and bound-
ness, are in some sense necessary since the measure-preserving
networks are invertible and bounded on compact set. We re-
mark that Theorem 1 also holds if these requirements are not
satisfied at countable points due to the Lp-norm. In addition,
the assumptions for the control family are also necessary for
the presented proofs. Fortunately, such conditions are very easy
to achieve. Popular activation functions, such as rectified linear
unit (ReLU) ReLU(z) = max(0, z), sigmoid S ig(z) = 1/(1+e−z)
and tanh(z), could satisfy the Lipschitz condition; and the
well-known universal approximation theorem states that feed-
forward networks can approximate essentially any function if
their sizes are sufficiently large (Cybenko, 1989; Hornik et al.,
1990; Shen et al., 2021). The last assumption is also required in
the approximation analysis for other structured networks, such
as Jin et al. (2020c) for SympNets, Zhang et al. (2020) for Neu-
ral ODEs (Chen et al., 2018) and invertible residual networks
(Behrmann et al., 2019).

The assumption that ψ is injective, continuously differen-
tiable and | det (Jψ)| = 1 implies that ψ is bounded and measure-
preserving due to the transformation formula for integrals. This
fact yields the following corollary immediately.

Corollary 1. Suppose that D ≥ s ≥ 2, p ∈ [1,∞), U ⊂ RD is
compact, the control familiesNNd (d = D− s + 1, s−1) satisfy
Assumption 1, and Ψ is defined as in (5). If ψ : U → RD is
injective, continuously differentiable and | det (Jψ)| = 1, then

ψ ∈ ΨLp(U).

Finally, we would like to point out that different choices of
s in control family lead to same approximation results, thus
we use symbols Ψ without emphasizing s (see Sec 5.1 for de-
tailed proof). As aforementioned, practical applications includ-
ing NICE and RevNets could have reshuffling operations and
different dimension-splitting mechanisms for each layer. If the
used hypothesis space containsMup andMlow for an integer s,
then it inherits the approximation capabilities.

4. Discussions

In this section, we will further investigate measure-
preserving networks numerically and discuss the potential ap-
plications of our results.

4.1. Learning measure-preserving flow map

Measure-preserving of divergence-free dynamical systems is
a classical case of geometric structure and is more general than
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the symplecticity-preserving of Hamiltonian systems. Moti-
vated by the satisfactory works on learning Hamiltonian sys-
tems (Chen and Tao, 2021; Greydanus et al., 2019; Jin et al.,
2020c), it is also interesting to learn divergence-free dynamics
via measure-preserving models. As a by-product, we obtain
Lemma 6 that measure-preserving neural networks are able to
approximate arbitrary divergence-free dynamical system. (see
Sec 5.2).

1 0 1
x1

1

0

1

2

x 2

Reconstruction
Ground truth
Start point
End point
Observation
Reconstruction

1 0 1
x1

Prediction
Ground truth
Start point
Exact position
Prediction

Figure 1: Learning measure-preserving flow map using measure-preserving
neural networks.

Figure 1 demonstrates the ability of measure-preserving
networks to fit and extrapolate measure-preserving map nu-
merically. Here, the training data {(xn, xn+1)}199

n=0 is obtained
by sampling states on a single trajectory of a 4-dimensional
divergence-free dynamical system. And we aim to approximate
the flow map ψ that maps xn to xn+1 using measure-preserving
network ψnet. After training, we reconstruct the trajectory and
perform predictions for 100 steps starting at x200. All trajecto-
ries are projected onto the first two dimensions. More experi-
mental details are shown in Appendix A. It is observed that the
measure-preserving model successfully reconstructs and pre-
dicts the evolution of the measure-preserving flow.

4.2. Application scopes of the approximation theory

The expected error of neural networks can be divided into
three main types: approximation, optimization, and general-
ization (Bottou and Bousquet, 2007; Bottou, 2010; Jin et al.,
2020a). See Figure 2 for the illustration.

One of the key target in deep learning is to develop algo-
rithms to increase accuracy, while the premise of this purpose
is a good upper bound of approximation error. In addition, the
approximation error is a crucial part of expected error. For
structured deep neural networks, however, the approximation
is different from the well-known universal approximation the-
ory (Cybenko, 1989; Hornik et al., 1990) for fully connected
networks obtained about 30 years ago and thus is attaching in-
creasing attention (see Sec.1 3rd paragraph). Here, two appli-
cation scenarios are important to discuss.

Hypothesis space

finit

fnet

fmin

f *

ftag

Training

OE

GE

AE

EE

AE EE AE + GE + OE

Figure 2: Illustration of optimization error (OE), generalization error (GE), ap-
proximation error (AE) and total expected error (EE). Here, fnet is the network
returned by the training algorithm starting at initial finit . fmin is the neural net-
work which minimize empirical loss. ftag is the target ground-truth function,
and f ∗ is the network closest to ftag in the hypothesis space.

The first is that the target function is speculated to have a
specific structure (e.g., CNN for image processing (Krizhevsky
et al., 2012), measure-preserving modules in Poisson net-
works (Jin et al., 2020b)), or there exists prior knowledge ex-
actly (e.g., HNN for discovery Hamiltonian systems (Grey-
danus et al., 2019), DeepONet for learning nonlinear operators
(Lu et al., 2021a), measure-preserving networks for identify-
ing divergence-free dynamics). The approximation theory in
this paper indicates the approximation error can be made suf-
ficiently small, which theoretically guarantees the feasibility
of measure-preserving network modeling measure-preserving
map and provides a key ingredient to the error analysis of learn-
ing algorithms using measure-preserving models.

The second is that the target function does not involve struc-
tures, but the employed network is designed for certain objec-
tives, such as RevNets for avoiding storing intermediate activa-
tion (Gomez et al., 2017), generating models including NICE
(Dinh et al., 2015) for computing inverse and Jacobian deter-
minants efficiently, and measure-preserving networks for ob-
taining exact bijection of lossless compression (Zhang et al.,
2021). This compromise of expressivity has a significant im-
pact on performance (Dinh et al., 2017; Chen et al., 2018, 2019;
Huang et al., 2018; Kingma and Dhariwal, 2018). And the
approximation results mathematically characterize the limita-
tion of the measure-preserving networks studied in this paper.
In addition, our theory indicates that the approximation error
mainly depends on the distance between the target function and
measure-preserving function space. It would be an interesting
future work to quantify this distance although it is not related
to neural network theory. One possible approach is polar fac-
torization (Brenier, 1991).

5. Proofs

Throughout this section we assume that Ψ is defined as in
(5) with control families NNd (d = D − s + 1, s − 1) satisfied
Assumption 1.
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5.1. Properties of measure-preserving neural networks

Consider the following auxiliary measure-preserving mod-
ules of the form

Ri
K,a,b(x) =


x[ : i]

x[i] + σ̂K,a,b(x[i])
x[i + 1 : ]


with 1 ≤ i ≤ D. Here, σ̂K,a,b specifies a fully connected neural
network with one hidden layer, i.e.,

σ̂K,a,b(x[i]) = aσ(Kx[i]+b), K ∈ RW×(D−1), b ∈ RW×1, a ∈ R1×W ,

where σ : R → R is the smooth activation function sigmoid
S ig(z) = 1/(1 + e−z) with Lipschitz constant Lσ. By the univer-
sal approximation theorem, σ̂K,a,b can approximate any smooth
function.

We denote the collection of Ri
K,a,b as

Ri = {Ri
K,a,b|K ∈ R

W×(D−1), b ∈ RW×1, a ∈ R1×W }.

Lemma 2 states that the auxiliary measure-preserving modules
defined above can be approximated by measure-preserving neu-
ral networks. To prove this claim, we start with the following
auxiliary lemma.

Lemma 1. Given a sequence of ϕ1, · · · , ϕN which map from RD

to RD and are Lipschitz on any compact set. If ϕk ∈ ΨU holds
on any compact U, 1 ≤ k ≤ N, then ϕN ◦ · · · ◦ ϕ1 ∈ ΨU holds
on any compact U.

Proof. We prove this lemma by induction. To begin with, the
case N = 1 is obvious. Suppose that this lemma holds when
N = n. For the case N = n + 1, given compact U ∈ RD, define

V =

n+1⋃
k=1

ϕk ◦ · · · ◦ ϕ1(U) ∪ U

and
E(V) = {x ∈ RD | ∃x′ ∈ V s.t.

∥∥∥x − x′
∥∥∥
∞
≤ 1},

where V and E(V) are both compact. According to the induc-
tion hypothesis, we know that for any 0 < ε < 1 there exists
φ ∈ Ψ such that ∥∥∥ϕn ◦ · · · ◦ ϕ1 − φ

∥∥∥
U ≤ ε.

This inequality together with the condition ϕn ◦ · · · ◦ϕ1(U) ⊂ V
yields that φ(U) ⊂ E(V). Since ϕn+1 ∈ ΨE(V) we can choose
φ′ ∈ Ψ such that ∥∥∥ϕn+1 − φ′

∥∥∥
E(V) ≤ ε.

By the triangle inequality we have∥∥∥ϕn+1 ◦ · · · ◦ ϕ1 − φ′ ◦ φ
∥∥∥

U

≤
∥∥∥ϕn+1 ◦ · · · ◦ ϕ1 − ϕn+1 ◦ φ

∥∥∥
U +

∥∥∥ϕn+1 ◦ φ − φ′ ◦ φ
∥∥∥

U

≤L
∥∥∥ϕn ◦ · · · ◦ ϕ1 − φ

∥∥∥
U +

∥∥∥ϕn+1 − φ′
∥∥∥

E(V)

≤(L + 1)ε,

where L is the Lipschitz constant of ϕn+1 on E(V). Note that
φ′ ◦ φ ∈ Ψ, hence

ϕn+1 ◦ · · · ◦ ϕ1 ∈ ΨU ,

which completes the induction.

Lemma 2. Ri ⊂ ΨU for any compact set U ⊂ RD, 1 ≤ i ≤ D.

Proof. Without loss of generality, we assume i = 1 and u =

R1
K,a,b. Taking

φw(x) =

(
x[1] + a[w]σ(K[w]x[2 : ] + b[w])

x[2 : ]

)
for w = 1, · · · ,W yields

u = φW ◦ · · · ◦ φ1.

It is easy to verify that φw is Lipschitz on any compact set .
In order to apply Lemma 1, it suffices to show φw ∈ ΨV for
w = 1, · · · ,W and any compact V , we will do it by construction.

Given any ε > 0, for δ > 0 satisfying K[w][s − 1] + δ , 0,
define

φw1(x) =

 x[ : s]
x[s] + (K[w][s − 1] + δ)−1K[w][ : s − 1]x[2 : s]

x[s + 1 : ]

 ,
φw2(x) =


x[1] + a[w]σ

(
(K[w][s − 1] + δ)x[s]

+ K[w][s : ]x[s + 1 : ] + b[w]
)

x[2 : ]

 ,
φw3(x) =

 x[ : s]
x[s] − (K[w][s − 1] + δ)−1K[w][ : s − 1]x[2 : s]

x[s + 1 : ]

 .
We could readily check that

φw3 ◦ φw2 ◦ φw1 =

(
x[1] + a[w]σ(K[w]x[2 : ] + b[w] + δx[s])

x[2 : ]

)
.

Since ∥∥∥φw3 ◦ φw2 ◦ φw1 − φw
∥∥∥

V ≤ Cδ

holds for a constant C, we can choose a small δ such that Cδ <
1
2 ε. Furthermore, we have φwi ∈ (Mup ∪Mlow)U′ ⊂ ΨU′ for
any compact U′ according to the second item of Assumpion 1.
Applying Lemma 1 again and we have φw3 ◦ φw2 ◦ φw1 ∈ ΨV ,
thus there exists ψ ∈ Ψ such that∥∥∥ψ − φw3 ◦ φw2 ◦ φw1

∥∥∥
V ≤

1
2
ε.

Therefore

‖ψ − φw‖V ≤
∥∥∥ψ − φw3 ◦ φw2 ◦ φw1

∥∥∥
V +

∥∥∥φw3 ◦ φw2 ◦ φw1 − φw
∥∥∥

V

≤
1
2
ε +

1
2
ε = ε,

hence φw ∈ ΨV .
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The auxiliary modules are also measure-preserving but using
special dimension-splitting mechanisms. Clearly, a element in
Mup can be written as composition of s − 1 maps like

Ri
fnet

(x) =


x[ : i]

x[i] + fnet(x[i])
x[i + 1 : ]

 .
This fact together with Lemma 2 concludes that different
choices of s in control family lead to same approximation re-
sults theoretically, thus we use symbol Ψ without emphasizing
s.

In addition, we show that translation invariance of Ψ. This
property will be used in Subsection 5.3.

Property 1. Given a ∈ RD. If ψnet ∈ Ψ, then ψnet + a ∈ ΨU for
any compact U.

Proof. For any compact U, let

m1 : x̂[ : s] = x[ : s] + a[ : s], x̂[s : ] = x[s : ];

m2 : x̂[ : s] = x[ : s], x̂[s : ] = x[s : ] + a[s : ].

We have mi ∈ (Mup ∪Mlow)U′ ⊂ ΨU′ , i = 1, 2 for any compact
U′ according to the second item of Assumpion 1. By Lemma 1
we know

m2 ◦ m1 ◦ ψnet ∈ ΨU ,

which concludes the property.

5.2. Approximation results for flow maps
Recently, the dynamical systems approach led to much

progress in the theoretical underpinnings of deep learning (E,
2017; E et al., 2019; Li et al., 2017). In particular, Li et al.
(2020) build approximation theory for continuous-time deep
residual neural networks. These developments inspire us to ap-
ply differential equation techniques to complete the proof. The
results of this work also serves the effectiveness of the dynamic
system approach for understanding deep learning. Consider a
differential equation

d
dt

y(t) = f (t, y(t)), y(τ) = x, τ ≥ 0, (6)

where y(t) ∈ RD, f : [0,+∞) × RD → RD is smooth. For a
given time step T ≥ 0, y(τ + T ) could be regarded as a function
of its initial condition x. We denote ϕτ,T, f (x) := y(τ+ T ), which
is known as the time-T flow map of the dynamical system (6).
We also write the collection of such flow maps as

F (U) =
{
ϕτ,T, f : U → RD

∣∣∣ τ,T ≥ 0, f ∈ C∞([0,+∞) × RD)
}
.

Following (Hairer et al., 1993, 2006), we briefly recall some
essential supporting results of numerical integrators here.

Definition 2. Given system (6), an integrator Φτ,h, f with time
step h has order p, if for compact U ⊂ RD, and any τ′ in a
compact time interval, there exists constant C such that for suf-
ficiently small step h > 0,∥∥∥Φτ′,h, f − ϕτ′,h, f

∥∥∥
U ≤ Chp+1.

The order of integrator is usually pointwise defined in the
literature. Here U is compact and thus the above definition ac-
cords with the literature. The simplest numerical integrator is
the explicit Euler method,

Φe
τ,h, f (x) = x + h f (τ, x).

Another scheme will be used in this paper is a splitting method.
For system (6), if f =

∑K
k=1 f k, the formula is given as

Φs
τ,h, f (x) = ϕτ,h, f K ◦ · · · ◦ ϕτ,h, f 1 (x).

The above numerical integrators are both of order 1.
Next, we turn to the approximation aspects of measure-

preserving flow maps. Measure-preserving is a certain geo-
metric structure of continuous dynamical systems. As demon-
strated in (Hairer et al., 2006, Section VI.6), measure is pre-
served by the flow of differential equations with a divergence-
free vector field.

Proposition 1. The flow map of system (6) is measure-
preserving if and only if

divy f =

D∑
d=1

∂ fd
∂yd

= 0,

where f = ( f1, · · · , fD)>, y = (y1, · · · , yD)>.

By Proposition 1, we denote the set of measure-preserving
flow maps as

VF (U) =
{
ϕτ,T, f ∈ F (U)

∣∣∣ divy f = 0
}
.

Subsequently, we introduce two kinds of vector fields of
measure-preserving flow maps.

Definition 3. For f : [0,+∞) × RD → RD and 1 ≤ d ≤ D − 1,
we say f is 2-Hamiltonian in the d, d + 1-th variables if there
exists a scalar function H : [0,+∞) × RD → R such that

f = (0, · · · , 0︸   ︷︷   ︸
d−1

,−
∂H
∂yd+1

,
∂H
∂yd

, 0, · · · , 0︸   ︷︷   ︸
D−d−1

)>.

Definition 4. For f : [0,+∞) × RD → RD and 1 ≤ d ≤ D − 1,
we say f is separable 2-Hamiltonian in the d, d +1-th variables
if there exist two scalar functions g1, g2 : [0,+∞) × RD−1 → R
such that

f = (0, · · · , 0︸   ︷︷   ︸
d−1

, g1(t, y[d]), g2(t, y[d + 1]), 0, · · · , 0︸   ︷︷   ︸
D−d−1

)>.

Clearly, a separable 2-Hamiltonian f is 2-Hamiltonian and
both are divergence-free. Below we will establish the approxi-
mation results for flow maps with separable 2-Hamiltonian vec-
tor fields (Lemma 4) and 2-Hamiltonian vector fields (Lemma
5), and finally obtain the approximation theory of measure-
preserving flow maps (Lemma 6).

To this end, we present the composition approximation for
flow map firstly, which will be used frequently.
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Lemma 3. Given smooth f : [0,+∞) × RD → RD and ϕτ,T, f ∈
F (U) with compact set U ⊂ RD. If on any compact U′, there
exists φ ∈ Ψ such that∥∥∥ϕτ′,h, f − φ∥∥∥U′ ≤ Ch2

holds for any τ′ ∈ [τ, τ+T ] and any sufficiently small step h > 0,
then,

ϕτ,T, f ∈ ΨU .

Proof. Define

V = {ϕτ′,T ′, f (x) | x ∈ U, τ ≤ τ′ ≤ τ′ + T ′ ≤ τ + T },

and for i = 1, 2,

Ei(V) = {x ∈ RD | ∃x′ ∈ V s.t.
∥∥∥x − x′

∥∥∥
∞
≤ i},

where V and Ei(V) are compact since f is smooth. Let

L = 1 + sup
τ≤τ′≤τ′+T ′≤τ+T

x∈E2(V)

∥∥∥∥∥∥∂ϕτ′,T ′, f (x)
∂x

∥∥∥∥∥∥
∞

.

And for any 0 < ε < 1, take

N >
1
ε

(LCT 2 + T ‖ f ‖[τ,τ+T ]×E2(V)), h =
T
N
.

Then there exists a sequence of φN−1, · · · , φ0 ∈ Ψ, such that, for
0 ≤ k ≤ N − 1, ∥∥∥ϕτ+kh,h, f − φk

∥∥∥
E1(V) ≤ Ch2.

To conclude the lemma, it suffices to show that∥∥∥ϕτ,nh, f − φn−1 ◦ · · · ◦ φ0
∥∥∥

U ≤ n · L ·C ·
T 2

N2

for any 1 ≤ n ≤ N. We now prove this statement by induction
on 1 ≤ n ≤ N. First, the case when n = 1 is obvious. Suppose
now ∥∥∥ϕτ,kh, f − φk−1 ◦ · · · ◦ φ0

∥∥∥
U ≤ k · L ·C ·

T 2

N2

for k ≤ n − 1. This inductive hypothesis implies φk−1 ◦ · · · ◦

φ0(U) ⊂ E1(V) and thus

φk ◦ φk−1 ◦ · · · ◦ φ0(U) ⊂ E2(V),

ϕτ+kh,h, f ◦ φk−1 ◦ · · · ◦ φ0(U) ⊂ E2(V),

where we have used the fact that for any x ∈ E1(V),

∥∥∥ϕτ+kh,h, f (x) − x
∥∥∥
∞

=

∥∥∥∥∥∥
∫ τ+(k+1)h

τ+kh
f (t, x(t))dt

∥∥∥∥∥∥
∞

≤ h ‖ f ‖[τ,τ+T ]×E2(V) ≤ ε < 1,

and

‖φk(x) − x‖∞ ≤
∥∥∥ϕτ+kh,h, f (x) − x

∥∥∥
∞

+ Ch2

≤ h ‖ f ‖[τ,τ+T ]×E2(V) + Ch2 ≤ ε < 1.

Subsequently, denote Lk = supx∈E2(V)

∥∥∥∥ ∂ϕτ+(k+1)h,(n−k−1)h, f (x)
∂x

∥∥∥∥
∞
≤ L,

we obtain∥∥∥ϕτ,nh, f − φn−1 ◦ · · · ◦ φ0
∥∥∥

U

≤
( n−1∑

k=1

‖ϕτ+kh,(n−k)h, f ◦ φk−1 ◦ · · · ◦ φ0

− ϕτ+(k+1)h,(n−k−1)h, f ◦ φk ◦ · · · ◦ φ0‖U

)
+

∥∥∥ϕτ,nh, f − ϕτ+h,(n−1)h, f ◦ φ0
∥∥∥

U

≤

n−1∑
k=1

Lk

∥∥∥ϕτ+kh,h, f ◦ φk−1 ◦ · · · ◦ φ0 − φk ◦ · · · ◦ φ0
∥∥∥

U

+ L0
∥∥∥ϕτ,h, f − φ0

∥∥∥
U

≤

n−1∑
k=1

L
∥∥∥ϕτ+kh,h, f − φk

∥∥∥
E1(V) + LC

T 2

N2

≤n · L ·C ·
T 2

N2 .

Hence the induction holds and the proof is completed.

Lemma 4. Given compact U ⊂ RD and ϕτ,T, f ∈ F (U). If
the vector fields f is separable 2-Hamiltonian in the d, d + 1-th
variables with 1 ≤ d ≤ D − 1, then,

ϕτ,T, f ∈ ΨU .

Proof. Without loss of generality, we assume d = 1. The re-
lation between x and ϕτ,T, f (x) is characterized by the following
equation,

d
dt

y(t) = f (t, y(t)), y(τ) = x, y(τ + T ) = ϕτ,T, f (x). (7)

For y = (y1, y2, y3, · · · , yd), denote p = y1, q = y2, µ =

(y3, · · · , yd)>. Since f is separable 2-Hamiltonian in the 1, 2-
th variables, there exist two scalar functions g1, g2 : [0,+∞) ×
RD−1 → R such that equation (7) can be written as

d
dt

p(t) = g1(t, q, µ),

d
dt

q(t) = g2(t, p, µ),

d
dt
µ(t) = 0.

(8)

For any τ′ ∈ [τ, τ + T ] and any sufficiently small step h > 0,
define the following map

φ1
τ′,h(p, q, µ) = (p + hg1(τ′, q, µ), q, µ>)>,

φ2
τ′,h(p, q, µ) = (p, q + hg2(τ′, p, µ), µ>)>,

φτ′,h = φ2
τ′,h ◦ φ

1
τ′,h.

Here, φτ′,h is the splitting integrator applied to system (8), which
is an integrator of order one. Therefore, for any compact U′,
there exists constant C such that∥∥∥ϕτ′,h, f − φτ′,h∥∥∥U′ ≤ Ch2.
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In addition, for any compact V , the universal approximation
theorem of neural networks with one hidden layer and sigmoid
activation together with Lemma 2 implies

φ1
τ′,h ∈ R

1
V ⊂ ΨV ,

φ2
τ′,h ∈ R

2
V ⊂ ΨV .

By Lemma 1, we obtain φτ′,h ∈ ΨU′ and thus there exists v ∈ Ψ

such that ∥∥∥v − φτ′,h
∥∥∥

U′ ≤ h2.

Finally, we conclude that∥∥∥ϕτ′,h, f − v
∥∥∥

U′ ≤ (C + 1)h2,

and the lemma is completed by applying Lemma 3.

Proposition 2. Given any non-autonomous H(t, p, q, µ) with
bounded parameter µ, polynomial in p, q ∈ R, and the Hamil-
tonian system

d
dt

p(t) = −
∂H
∂q

(t, p, q, µ),

d
dt

q(t) =
∂H
∂p

(t, p, q, µ).

Denote f1 = (− ∂H
∂q ,

∂H
∂p )>. Then on any compact domain U in

the (p, q, µ)-space and any compact interval of the values of τ,
there exists a scalar function V(t, q, µ) polynomial in q, such
that, for any sufficiently small step h > 0, the time-2π flow map
of the Hamiltonian system

d
dt

p(t) = −q − h ·
∂V
∂q

(t, q, µ),

d
dt

q(t) = p,

denoted as ϕ0,2π, f2 with f2 = (−q − h ∂V
∂q (t, q, µ), p)>, satisfies

sup
(p,q,µ)∈U

∥∥∥ϕ0,2π, f2 (p, q) − ϕτ,h, f1 (p, q)
∥∥∥
∞
≤ Ch2

with constant C.

Proof. The proposition is the 2-dimensional case of (Turaev,
2002, Lemma 1).

With Proposition 2, we can approximate the flow maps with
2-Hamiltonian vector fields, which give rise to the following
lemma.

Lemma 5. Given compact U ⊂ RD and ϕτ,T, f ∈ F (U). If the
vector fields f is 2-Hamiltonian in the d, d + 1-th variables with
1 ≤ d ≤ D − 1, then,

ϕτ,T, f ∈ ΨU .

Proof. Without loss of generality, we assume d = 1. The re-
lation between x and ϕτ,T, f (x) is characterized by the following
equation,

d
dt

y(t) = f (t, y(t)), y(τ) = x, y(τ + T ) = ϕτ,T, f (x). (9)

For y = (y1, y2, y3, · · · , yd), denote p = y1, q = y2, µ =

(y3, · · · , yd)>. Since f is 2-Hamiltonian in the 1, 2-th variables,
there exists a scalar function H : [0,+∞) × RD → R such that
equation (9) can be written as

d
dt

p(t) = −
∂H
∂q

(t, p, q, µ),

d
dt

q(t) =
∂H
∂p

(t, p, q, µ),

d
dt
µ(t) = 0.

On any compact U′, since polynomials are dense among
smooth functions, for any sufficiently small step h > 0, there
exists Hpoly, polynomial in p, q, such that∥∥∥∥∥∥∂H

∂q
−
∂Hploy

∂q

∥∥∥∥∥∥
[τ,τ+T ]×U′

+

∥∥∥∥∥∥∂H
∂p
−
∂Hploy

∂p

∥∥∥∥∥∥
[τ,τ+T ]×U′

≤ h.

Consider the Hamiltonian system with Hamiltonian Hploy, i.e.,

d
dt

p(t) = −
∂Hploy

∂q
(t, p, q, µ),

d
dt

q(t) =
∂Hploy

∂p
(t, p, q, µ),

d
dt
µ(t) = 0.

(10)

Denote f1 = (− ∂Hploy

∂q ,
∂Hploy

∂p , 0)>, for τ′ ∈ [τ, τ + T ], the time-h
flow map of (10) starting at τ′ can be written as ϕτ′,h, f1 . Due to
the difference between f and f1, there is a constant C1 such that∥∥∥ϕτ′,h, f1 − ϕτ′,h, f ∥∥∥U′

≤
∥∥∥ϕτ′,h, f1 − Φe

τ′,h, f1

∥∥∥
U′

+
∥∥∥Φe

τ′,h, f1 − Φe
τ′,h, f

∥∥∥
U′

+
∥∥∥Φe

τ′,h, f − ϕτ′,h, f
∥∥∥

U′

≤C1h2.

According to Proposition 2, there exists a function V(t, q, µ)
polynomial in q and a Hamiltonian system of the form

d
dt

p(t) = −q − h ·
∂V
∂q

(t, q, µ),

d
dt

q(t) = p,

d
dt
µ(t) = 0,

(11)

such that, the time-2π map of (11), denoted as ϕ0,2π, f2 with f2 =

(−q − h ∂V
∂q (t, q, µ), p, 0)>, satisfies∥∥∥ϕ0,2π, f2 − ϕτ′,h, f1

∥∥∥
U′ ≤ C2h2

with constant C2. Hence,∥∥∥ϕ0,2π, f2 − ϕτ′,h, f
∥∥∥

U′ ≤
∥∥∥ϕ0,2π, f2 − ϕτ′,h, f1

∥∥∥
U′ +

∥∥∥ϕτ′,h, f1 − ϕτ′,h, f ∥∥∥U′

≤ (C1 + C2)h2.

Subsequently, by Lemma 4, there exists v ∈ Ψ such that∥∥∥v − ϕτ′,h, f
∥∥∥

U′ ≤
∥∥∥ϕ0,2π, f2 − v

∥∥∥
U′ +

∥∥∥ϕτ′,h, f2 − ϕτ′,h, f ∥∥∥U′

≤ (C1 + C2 + 1)h2.

The lemma is completed as a consequence of Lemma 3.
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Proposition 3. If f : [0,+∞)×RD → RD obeys div f = 0, then
f can be written as the sum of D − 1 vector fields

f = f1,2 + f2,3 + · · · + fD−1,D,

where each fd,d+1 is 2-Hamiltonian in the d, d + 1-th variables
for 1 ≤ d ≤ D−1. Furthermore, if f is smooth, fd,d+1 is smooth.

Proof. The proof can be found in (Feng and Shang, 1995).

Proposition 3 is founded by Feng and Shang to develop in-
tegrator for divergence-free equations. With the decomposi-
tion of Proposition 3, the gap between divergence-free and 2-
Hamiltonian vector fields is bridged.

Lemma 6. Given compact U ⊂ RD and ϕτ,T, f ∈ VF (U), then,

ϕτ,T, f ∈ ΨU .

Viz.,VF (U) ⊂ ΨU .

Proof. By Proposition 3, f can be written as the sum of D − 1
vector fields

f = f1,2 + f2,3 + · · · + fD−1,D,

where each fd,d+1 is 2-Hamiltonian in the d, d + 1-th variables.
For any compact set U′ ⊂ RD, any τ′ ∈ [τ, τ + T ] and any
sufficiently small step h > 0, taking the splitting integrator

φτ′,h = ϕτ′,h, fD−1,D ◦ · · · ◦ ϕτ′,h, f1,2

implies ∥∥∥ϕτ′,h, f − φτ′,h∥∥∥U′ ≤ Ch2.

In addition, for any compact V , due to Lemma 5, we have

ϕτ′,h, fd,d+1 ∈ ΨV ,

which implies φτ′,h ∈ ΨU′ according to Lemma 1. Therefore
there exists v ∈ Ψ such that∥∥∥ϕτ′,h, f − v

∥∥∥
U′ ≤

∥∥∥v − φτ′,h
∥∥∥

U′ +
∥∥∥ϕτ′,h, f − φτ′,h∥∥∥U′ ≤ (C + 1)h2.

By Lemma 3, we obtain

ϕτ,T, f ∈ ΨU ,

which concludes the proof.

5.3. Proof of Theorem 1

Proposition 4. Suppose that Q ∈ RD is an open cube and that
1 ≤ p < +∞. For every measure-preserving map ψ : Q → Q
and arbitrary ε > 0, there exists a time-1 flow map ϕ0,1, f ∈

VF (Q) where f is compactly supported in (0, 1) × Q such that∥∥∥ψ − ϕ0,1, f
∥∥∥

Lp(Q) ≤ ε.

Proof. The proof can be found in (Brenier and Gangbo, 2003,
Corollary 1.1).

With these results, we are able to provide the proof of the
main theorems.

Proof of Theorem 1. For compact U ⊂ RD, we can take a ∈ RD

satisfying U ∩ (ψ(U) + a) = ∅. Let Q be a open cube large
enough such that U, ψ(U) + a ⊂ Q, and define ψ̃ on Q by

ψ̃(x) =


ψ(x) + a, if x ∈ U,

ψ−1(x − a), if x ∈ ψ(U) + a,

x, if x ∈ Q \ (U ∪ (ψ(U) + a)).

Here, ψ̃ : Q → Q is measure-preserving. According to Propo-
sition 4 there exists a time-1 flow map ϕ0,1, f ∈ VF (Q) such
that ∥∥∥ψ̃ − ϕ0,1, f

∥∥∥
Lp(Q) ≤ ε,

and f is compactly supported in (0, 1)×Q. Using Lemma 6 we
deduce that there exists a measure-preserving neural network
ψnet ∈ Ψ such that ∥∥∥ϕ0,1, f − ψnet

∥∥∥
Lp(Q) ≤ ε.

By these estimations, we obtain∥∥∥ψnet − ψ̃
∥∥∥

Lp(U) = ‖ψnet − a − ψ‖Lp(U) ≤ 2ε,

and thus ψ ∈ ΨLp(U) since ψnet − a ∈ ΨU . Hence, the theorem
has been completed.

6. Summary

The main contribution of this paper is to prove the approx-
imation capabilities of measure-preserving neural networks.
These results serve the mathematical foundations of existing
measure-preserving neural networks such as NICE (Dinh et al.,
2015) and RevNets (Gomez et al., 2017).

The key idea is introducing flow maps from the perspective
of dynamical systems. Via investigation of approximation as-
pects of two special measure-preserving maps, i.e, flow maps
of 2-Hamiltonian and separable 2-Hamiltonian vector fields, we
show that every measure-preserving map can be approximated
in C-norm by measure-preserving neural networks. Finally,
by the Lp-norm approximation proposition which connects
measure-preserving flow maps and general measure-preserving
maps, we conclude the main theorem.

One open question is the C-norm approximation of Corollary
1. This issue is essentially the gap between measure-preserving
flow map and general measure-preserving map. We conjec-
ture that Proposition 4 can be further improved to provide C-
norm approximation under additional assumptions of measure-
preserving map. This paper also shows the effectiveness of un-
derstanding deep learning via dynamical systems. Exploring
approximation aspects of other structured neural networks via
flow map might be another interesting direction.
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Appendix A. Experimental details

We consider a divergence-free dynamical system given as

ẏ1 = y3,

ẏ2 = y4,

ẏ3 =
y1

100(y2
1 + y2

2)
3
2

+ (y2
1 + y2

2)
1
2 y4,

ẏ4 =
x2

100(y2
1 + y2

2)
3
2

− (y2
1 + y2

2)
1
2 y3.

This equation describes dynamics of a single charged particle
in an electromagnetic field governed by Lorentz force. We can
readily check that the governing function is divergence-free and
thus its flow map is measure-preserving due to Proposition 1.
The architecture used is a stack of 8 coupling layers with parti-
tion s = 2, where single hidden layer neural network with width
of 64 and sigmoid activation is adopted as control families. We
optimize the mean-squared-error loss

1
I

N∑
n=1

‖ψnet(xn) − xn+1‖
2

for 8 × 105 epochs with Adam optimization and learning rate
0.001. Here, {(xn, xn+1)}Nn=0 is the training data with N = 199
and is sampled on the trajectory starting at (0.1, 1, 1.1, 0.5) from
t = 0 to t = 40 using equidistant time step size of 0.2.
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