Development and illustrative outputs of the Community Integrated Assessment System (CIAS), a multi-institutional modular integrated assessment approach for modelling climate change
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Abstract 

This paper describes the development and first results of the “Community Integrated Assessment System” (CIAS), a unique multi-institutional modular and flexible integrated assessment system for modelling climate change. Key to this development is the supporting software infrastructure, SoftIAM.  Through it, CIAS is distributed between the community of institutions which has each contributed modules to the CIAS system.  At the heart of SoftIAM is the Bespoke Framework Generator (BFG) which enables flexibility in the assembly and composition of individual modules from a pool to form coupled models within CIAS, and flexibility in their deployment onto the available software and hardware resources.  Such flexibility greatly enhances modellers’ ability to re-configure the CIAS coupled models to answer different questions, thus tracking evolving policy needs.  It also allows rigorous testing of the robustness of IA modelling results to the use of different component modules representing the same processes (for example, the economy).  Such processes are often modelled in very different ways, using different paradigms, at the participating institutions.   An illustrative application to the study of the relationship between the economy and the earth’s climate system is provided.
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1.
Integrated Assessment Modelling of Climate Change Policy

This paper describes the development of the “Community Integrated Assessment System” (CIAS),  a new approach to integrated modelling for climate change policy.  Climate change is now widely recognised as one of the most severe environmental threats to humankind and natural ecosystems.  Based on the 6 illustrative non-mitigation SRES scenarios, global average temperature rises of between 1.1 and 6.4ºC are predicted by 2090-2099 relative to 1980-1999 (IPCC, 2007) with larger regional changes (up to 12ºC in the Arctic) and accompanying changes in extremes of temperature and precipitation.  These changes would have significant impacts on human and natural systems (IPCC, 2001, Warren 2005).  Concern about these serious impacts of climate change has been paralleled by a concern that mitigation (i.e. reduction in the emissions of greenhouse gases and hence in climate change itself) would be economically damaging.  Thus a need arose for integrated assessment of the economic and environmental aspects of the climate change problem, which prompted the development of models such as IMAGE, ICAM, PAGE, AIM, DICE, RICE, FUND, and MERGE (Alcamo, 1984, Dowlatabadi, 1995,  Kainuma et al., 2002, Matsuoka et al., 1995, Morgan and Dowlatabadi, 1996, Plambeck et al., 1997, Prinn et al., 1999, Rotmans, 1990, Rotmans et al., 1994).   A detailed review of such models may be found in Goodess et al., (2003) where models are categorised into cost-benefit models with detailed economics and relatively simple representations of climate and impacts,  and biophysical impacts models which have much more detailed information about physical climate changes and impacts.   The policy maker is thus confronted with a series of outputs from several sets of different integrated models,  each built at a single institution, each based upon a particular set of assumptions or scientific paradigms.  A desire to overcome these drawbacks and obstacles is the driving force behind the Community Integrated Assessment System (CIAS)  (Schellnhuber et al. 2004).  A particular objective is to provide robust estimates of avoided damages and mitigation costs through comparison of climate policy scenarios compared to no-policy scenarios.
2.
The Community Integrated Assessment System (CIAS) Approach

The advance that CIAS approach makes over existing integrated modelling approaches is that it is designed to test the robustness of the outputs of integrated assessment models to the use of different component modules, as well as to the values of uncertain parameters within the modules..  The principal advantage of the approach is that it allows the user to compose many different individual integrated model combinations.  This is particularly important when (i) comparing the use of individual modules of different levels of complexity and detail (ii) comparing the use of individual modules which may (but do not necessarily) originate from different institutions which have similar complexity but are based on different modelling paradigms or value judgements originating from the different researchers who may be based at different institutions.  Thus a broad range of perspectives is encompassed, as recommended in the design of integrated assessment models of climate change (Ribsey et al., 2006).  The system has similar advantages to the conceptual framework developed by Letcher et al.  (2007) for the development of integrated assessments of water allocation issues, in not being tied to a particular choice of software, module, or scientific/economic approach.  In addition, a full uncertainty analysis technique can be applied to the system holistically.  Thus for each policy question demanded of CIAS: 

· the scientist can:

· investigate the degree to which increasing complexity of component models enhances understanding or increases/decreases uncertainty

· assess the robustness of results to paradigm shifts

· the policy maker can receive a clear picture of: 

· the consistency or otherwise of integrated modelling results

· the sensitivity of output to value judgements lying behind modelling paradigms

· the sensitivity of the results to uncertainties in parameter values within component modules 

Hence the CIAS system is particularly well designed to address Jakeman et al. ‘s  (2006) tenth recommendation for good practise in environmental modelling: evaluating the model through comparisons with alternatives, which he considers is rarely possible in large integrated models.   
CIAS has been designed according to the principles agreed by consensus (listed below) through a series of workshops with policy makers and integrated assessment scientists.  We have thus also followed the first recommendation of Jakeman  et al. (2006) in identifying and working with the clients of the modelling exercise at an early stage.
Design Principles

· The CIAS system connects together alternative sets of component modules.  One connected set of component modules is broadly equivalent to an integrated assessment model.  It is flexible and multi-modular to allow a range of policy questions to be addressed, thus facilitating iterative interaction with stakeholders. 

· The CIAS system is distributed, that is deployed across a wide range of institutions in different countries, allowing a greater diversity and comprehensiveness of modelling components, as well as a range of international expertise to be combined into single modelling framework 

· The system can take advantage of (but is not limited to) state of the art Grid technologies (Foster et al., 2001) which allow models to communicate with each other remotely regardless of operating system or computer language.  
· The system is jointly owned by a community of institutions which contribute individual models or the underpinning software. The system’s name directly reflects this community approach.
· The system addresses the global climate policy problem, taking into account issues of sustainable development where appropriate. Its design is, and will continue to be, guided by the needs of the user/stakeholder community as well as by modellers.   There is a also commitment to continue work with this policy community to communicate the appropriate use and interpretation of model results, as well as to provide them with clear information about the assumptions made in each set of component modules, as recommended by Risbey et al. (1996).
3.    An Overview of SoftIAM, the CIAS software infrastructure

In order to deliver the requirements of a flexible coupled integrated assessment model between multiple institutions using different computer platforms a sophisticated state-of-the-art technology is required.  This capability is provided by the Bespoke Framework Generator described in section 7.   In addition, the user of CIAS must be able to determine the particular CIAS coupled model they wish to use and receive a (distributed) implementation of the model for execution.  This facility is provided by the SoftIAM framework and its web portal, the SoftIAM portal, which are largely supported by the Bespoke Framework Generator.  SoftIAM has been developed as an implementation of CIAS.  This implementation has been thoroughly tested with a variety of coupled models.  This section describes how SoftIAM is used to assemble a coupled integrated model from a series of component code modules and execute it
. The term module will be used to refer to an individual piece of code which can be combined with other modules to form a coupled model. The term model refers to a particular system of modules coupled together by SoftIAM to form an integrated model. An overview of the SoftIAM infrastructure for CIAS is given in Figure 1.  

At the heart of SoftIAM is the Bespoke Framework Generator (BFG), a framework (or wrapper) code generation system which provides flexibility in the composition of individual modules to form various alternative coupled models (i.e. integrated assessment models) and flexibility in their deployment onto the available software and hardware resources..  SoftIAM supports the following user-oriented activities required to run the CIAS coupled models (the technology supporting these activities is also described in more detail in Section 7).
· User interaction with the system through a graphical interface, called the SoftIAM portal, located on one of the machines in a participating institution (Figure 1). We will refer to this as the “SoftIAM portal machine”.  The SoftIAM portal simplifies the process of specifying a coupled model, running the coupled model and viewing the results.

· The specification (and in some cases the setting) of appropriate individual module input data or module parameters for a particular run of a coupled model.  SoftIAM can configure individual modules where appropriate.

· The compilation of the coupled model. As CIAS is a distributed system the wrapperframework code generated by the BFG system is compiled and linked with the module codes on the remote computational resources. 

Managing the sequence of execution of component modules during the execution of a coupled (integrated) model, and in doing so the utilisation of the required module input data and/or module configuration information, and production of output data.  SoftIAM ensures modules and data are transferred to the appropriate computational resources on which they are to be run or used
.  It also transfers the required output from the run of the coupled model back to the user from the remote computational resources.  

4.   The CIAS Model: Current Status

Figure 2 illustrates the current scientific design of the Community Integrated Assessment System.  CIAS is currently fundamentally a deterministic simulation model although some of its component modules may rely on an internal optimisation to produce output for another.  Thus, its main application is currently to compare different future scenarios of the world.  CIAS allows various combinations of the following component modules to be connected together into alternative integrated assessment models as follows: E3MG, a global energy-environment-economy module, including a  representation of induced technological change, from the University of Cambridge, linked to an emissions scenario converter, E3MG_ESM; (or alternatively IPCC_ESM, not shown, which provides emissions scenarios used in the IPCC assessments); a global simple climate module (SCM), MAGICC, from the University of East Anglia; a downscaling module (DSM), CLIMGEN, also from the University of East Anglia; a global climate impacts module for biome shifts, which is also a component of the ICLIPS integrated assessment model from the Potsdam Institute for Climate Research in Germany; and finally a hydrological module from the University of Southampton.  The underlying computational infrastructure (the Bespoke Framework Generator) is contributed by the Centre for Novel Computing at the University of Manchester.  Thus five institutions are participating in CIAS at this early stage.  Inclusion of further alternative economics, climate and impacts models is required to realise the vision outlined in sections 1 and 2.  The rest of this paper describes only the initial version of the modelling system.  
Each time a new component module is added to the system, a precise testing procedure is followed to verify that outputs are not altered by the process of coupling in the module.  This generates a set of test cases against which future outputs can be compared.  There are immediate plans to further develop the system to cover impacts upon coastal flooding, agriculture and the incidence of extreme weather events, and then to gradually gather alternative modules for climate, economic and impacts systems for synthesising new integrated model configurations within CIAS.  This last step would allow the aforementioned information concerning the sensitivity of model output to modelling paradigms to be studied.

The design principles of CIAS address in particular Jakeman et al. ‘s (2006) call for best practise in environmental modelling steps 1, 9, and 10, which are rarely fulfilled for large integrated models.  Whilst the CIAS system in its current form cannot yet be used to demonstrate the key advantage of its first design principle, i.e. the use of alternative modules within the same discipline (as so far there has only been sufficient resources to collate one module within each discipline), the system is already unique because of (a) its novel economic model (b) its unique user interface to a climate scenario downscaling system which covers the entire terrestrial land surface, (c) the underlying software system through which the modules communicate, which has allowed the model to be deployed with computers communicating between the UK and Germany (d) the ability to study uncertainty using different shaped probability distributions for input parameters (See section 7.4).   The ICAM model  (Casman et al. 1999) does exhibit a comprehensive probabilistic treatment of uncertainty, but *These unique features, together with the more standard ones, are described in the next sections.  
5.  Component module descriptions and linkage to other modules
(a) The energy-environment-economy (E3) module E3MG
The economic module, E3MG (version 2) is an econometric simulation model of the global E3 system at a 20-regional level, estimated on annual data 1971-2002 and projecting annually to 2020 and then every 10 years to 2100. It is designed to address the issues of energy security and climate stabilisation both in the medium and long terms, with particular emphasis on dynamics, uncertainty and the design and use of economic instruments, such as emission allowance trading schemes. It is a Post Keynesian disequilibrium model with an open structure such that labour, foreign exchange and public financial markets are not necessarily closed. 
This module is novel amongst economic modelling approaches in that it does not necessarily assume equilibrium between supply and demand in all markets in national economies; for example, it allows for unemployment and under-employment of labour. It does not assume that the world economic system is completely optimised in the sense of utilizing all available resources. It includes economies of scale as new technology is deployed more extensively. And it models technological change endogenously.  Whilst a number of existing models do simulate endogenous technological change, E3MG is unique in that it does so in the context of a very disaggregated production structure at a multi-regional global level, integrating a technology choice model and an economic model allowing for unemployed resources. 

It is very disaggregated, with 20 world regions (including the 13 nation states with the highest CO2 emissions in 2000), 12 energy carriers, 19 energy users, 28 energy technologies, 14 atmospheric emissions and 42 industrial sectors, with comparable detail for the rest of the economy.  The methodology of the model can be described as Post Keynesian, following that of the European model E3ME developed by Cambridge Econometrics (see  www.camecon.co.uk/e3me/intro.htm, Barker 1999) except that at the global level various markets are closed, e.g. total exports equal total imports at a sectoral level allowing for imbalances in the data.  The model is in the process of further development.  Exogenous inputs in the version of the model used here (E3MG2.1) include the world oil price, and the following regional assumptions: regional GDP; gas and coal prices, energy supplies, exchange rates, interest rates, population and participation rates.E3MG models technological change endogenously through use of learning curves for global investment in technologies, technological progress indicators in sectoral energy and export demand equations, and the effect of extra investment in new technologies on consumption and output in the world economy. The learning curves are incorporated in the bottom-up sub-module of E3MG, an annual, dynamic technology model, referred to here as the ETM model (Anderson and Winne, 2004).  This is based on the concept of a price effect on the elasticity of substitution between competing technologies.   This method of simulating the effect of carbon taxes on technology choice is completely unique to E3MG, in that most other models assume a constant elasticity of substitution. 
E3MG simulates the effects of carbon taxes and permit trading upon the demand for, and technologies used to generate, energy.  To do so the model simulates the economic instruments of CO2 emission allowances (auctioned or grandfathered), energy and carbon taxes, employment taxes, and other direct and indirect taxes. As a result of these measures, carbon emissions can be reduced in the model by technology switching, switching to lower carbon fuels, by increases in energy efficiency, or by changes in demand.  

E3MG yields projections of CO2 and other greenhouse emissions and GDP levels, which can be interpolated to a 5-yearly basis to 2000-2100.  Emissions of other polluting gases, mainly from use of fossil fuels, and the structure of GDP in terms of industrial outputs and expenditure components are also provided.   Further details may be found in Barker et al.(2006a, b).  
Linkages to other modules within CIAS

E3MG’s outputs for global emissions of greenhouse gases (in terms of Carbon equivalents) and air pollutants (in ktonnes) are stored directly in a database called E3MG_ESM (see next section), which then transfers the required data to the selected simple climate model (SCM).  The currently available SCM, MAGICC, requires emission data every 10 years for the period 2010 to 2100 as input; MAGICC contains internal data for emissions prior to 2001. 

(b)(i)  E3MG_ESM, the Emission Scenario Converter

The table below shows how the units are converted for input to the SCM module, which requires global emissions of these substances for specified years.  SCM interpolates between the dates provided to internally calculate annual emissions assuming linear changes between supplied data.    

Emissions from land use change, including deforestation, are taken from data files obtained from the Common Poles Institute (van Vuuren et al. 2003) and are added to the anthropogenic emissions from fossil fuel burning and ongoing agricultural practises  simulated by E3MG within the E3MG_ESM module, which also converts the units to those required by MAGICC_SCM.  In this way, E3MG_ESM provides the linkage between E3MG and MAGICC_SCM, providing a time series of emissions from 2010 to 2100 at 10 year intervals.  It should be noted that unit conversions need to be carried out by modules and cannot be incorporated into the xml files of softIAM which link one module to another.  (Clearly such conversions could alternatively be made by editing module codes).   Natural emissions are not included here since they are incorporated within the SCM to which this module links (inclusion would result in double counting).    Note that emissions of the gases in 1990 and 2000 are also set by the SCM, which is internally calibrated to these values.  For SO2 emissions, what is passed to the SCM is the incremental change in anthropogenic emissions since 1990 in each of three regions.

    (ii)  IPCC_ESM, the Emission Scenario Database
The IPCC_ESM module provides an alternative set of emissions scenarios for driving CIAS, which are not derived from an economics module within CIAS, but exogenously.  The module contains a list of scenarios for CO2, CH4, N2O, SO2, CFCs and PFCs.  Emissions of CFCs and PFCs are fixed between 1765 and 2100 and for the other gases between 1765 and 1990, whilst the user may select scenarios for the non-CO2 greenhouse gases between 1990 and 2100 at 5-yearly intervals.  These scenarios are different interpretations of the IPCC SRES scenarios as modelled by various integrated assessment modelling groups (e.g. AIM, Matsuoka et al.1995).   If the model is used such that the connection between E3MG and ESM is operative, then emissions are obtained directly from E3MG.

(c) SCM, the Simple global Climate Module, MAGICC
The simple climate module, MAGICC.TAR, was used to illuminate the consequences of the SRES scenarios in the IPCC Third Assessment Report (IPCC 2001a).  The MAGICC model has been developed and updated over 2 decades (Wigley and Raper, 2001). For the Third Assessment Report it was tuned to emulate 7 state-of-the-art coupled Atmosphere-Ocean Global Circulation Models (AOGCMs) (Raper et al., 2002) and used to extend the model results to the 35 IPCC Special Report on Emissions Scenarios (SRES) scenarios (Nakicenovich & Swart 2000).  It is a single piece of software comprising a set of linked internal components to simulate GHG cycles, radiative forcing, temperature change, and ice melt.  Gas cycle models are used to convert emissions of gases (including ozone precursors) to atmospheric concentrations (Wigley 1993, updated). Climate feedback on the carbon cycle is included; the resulting CO2 concentrations depend on the forcing, the climate sensitivity and the ocean heat uptake efficiency. The strength of the feedback can be varied, but for the illustration in this paper we employ parameter values that give CO2 concentrations consistent with a mid-range feedback strength when results are compared with Friedlingstein et al. (2006). Radiative forcing is then calculated from the concentrations using standard formulae. Sulphate aerosol forcing is scaled directly with the emissions because of the short residence time in the atmosphere.  The total forcing then drives an upwelling diffusion energy balance model to estimate future climate changes.  Thus the package allows the user to determine changes in CO2 concentration, global mean surface air temperature and sea-level between the years 2000 and 2100 resulting from anthropogenic emissions of CO2, CH4, N2O, HFCs, CFCs and PFCs, as well as SO2.   It is also possible to determine the sensitivity of these results to the variation in key model parameters, specifically the climate sensitivity, the ocean diffusivity, the aerosol forcing and uncertainties in the Carbon cycle (Wigley 1993).   A capability to carry out such sensitivity studies manually has been included in the SoftIAM portal.   

(d) DSM, the climate scenario downscaling system

The currently available downscaling module or DSM, is ClimGen, a tool for generating fields of climate data using the method of pattern scaling, and thus in the tradition of CLIMAPS (Rotmans et al., 1994), SCENGEN (Hulme et al., 1995b), CLIMPACTS (Kenny et al., 1995) and COSMIC (1997).  ClimGen was developed by Mitchell and Osborn (in preparation, but based on methods already described in Mitchell et al., 2004, and Goodess et al., 
2003).  ClimGen provides month-by-month climate variations for both observed climate 1901-2002 (Mitchell and Jones, 2005) and future climate predictions over 2001-2100 (Mitchell et al., 2004) at a resolution of 0.5° latitude by 0.5° longitude, for the entire terrestrial land surface except Antarctica.   Climate fields can be generated for 8 climate variables based on GCM outputs, specifically: mean, maximum and minimum temperature (from which diurnal temperature range is derived); precipitation, vapour pressure, cloud cover, and wet day frequency.  Annual, monthly or seasonal outputs may be produced and outputs may be averaged over a time slice of a length selected by the user.  


For most scenarios of future climate change, the detailed patterns (including the geographical, seasonal and multi-variable structure) of change are commonly derived from simulations with general circulation models (GCMs).  The magnitude of the changes is not always obtained from the same GCM simulation, however, because the patterns may be scaled to represent cases with different sensitivities of climate to greenhouse gas forcing or with different future emissions greenhouses gases, and hence different future global temperature changes.  This combination of deriving a pattern (usually expressed in a standardised way, such as change per Kelvin of global-mean temperature change) and then scaling its magnitude is commonly called “pattern scaling”.  The underlying assumption is that there is a linear relationship between local climate change and global-mean temperature change.  The most comprehensive assessments of this assumption (Mitchell et al., 1999; Mitchell, 2003
) found that statistically significant non-linearities could be identified with careful use of ensembles of simulations, but that the errors which thus result from using pattern scaling are small compared with the many other uncertainties associated with future climate scenarios.
The linear relationship between local climate change and global-mean temperature change ((T) has been diagnosed by simple regression using simulations from five GCMs (HadCM3, CSIRO2, ECHAM4, PCM2 and CGCM2), each run with up to four SRES scenarios
, providing 13 different GCM patterns.  Hence, 13 alternative time series of regional monthly climate can be generated to sample the range of uncertainty.  The small deviations from linear behaviour noted above are most apparent when scaling from a pattern diagnosed from a simulation with a slowly changing climate to estimate the pattern expected in response to a more rapidly changing climate (Mitchell, 2003), or between scenarios with greatly differing sulphate aerosol forcing.  Patterns diagnosed from simulations with the same GCM but under different forcing scenarios are, therefore, provided in ClimGen, so that the most appropriate one can be selected (e.g., use the B2 pattern for a CIAS experiment in which the rate of climate forcing increases relatively slowly).

The patterns of regression coefficients were diagnosed on the original grid of each GCM, and then interpolated to a higher resolution of 0.5° by 0.5°.  These interpolated patterns of change per degree Kelvin of global warming (pgvmi), diagnosed from each GCM simulation (g) and available for eight variables (v) and for each month of the year (m) at each grid box (i), form the main ClimGen database.  For any given change in global-mean temperature simulated within CIAS (e.g., via the MAGICC SCM), ClimGen generates a pattern of mean climate change from the product 
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For some variables output from some GCMs was unavailable, and in these cases they were derived, where possible, from other variables.  For example, vapour pressure was not available for the HadCM3 GCM, but was instead derived from the relative humidity (which was available) and the saturation vapour pressure, which was itself calculated from the mean temperature using the Magnus equation.  Cloud cover change was derived from the GCM-simulated change in downward short-wave radiation flux, assuming that the change in cloud cover would have the same magnitude but opposite sign.  Further details on conversion between variables is given in Mitchell et al. (2004).

Some applications also require information about the number of wet days within each month.  New et al. (2000) obtained an empirical relationship between the observed wet-day frequency and the observed total monthly precipitation:
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Where Wmiy and Pmiy are the wet-day frequency and total precipitation, respectively, in month m, grid-box i, and year y, and ami is an empirical parameter obtained from the observed climatology for each month of the year and for each grid box.  Analysis of those GCMs for which we could obtain daily time scale output indicated that this type of relationship was capable of capturing most of the changes in wet-day frequency simulated by those models in response to the A2 scenario – i.e., that this relationship holds, at least approximately, for the future.  The fields of monthly precipitation were, therefore, used to estimate fields of monthly wet-day frequency using this relationship.
In addition to providing these patterns of mean climate change, ClimGen also combines them with the observed climatology to yield patterns of mean absolute climate, and then combines them with observed time series of deviations from climatology to yield realisations of climate change with realistic year-to-year variability superimposed.  The climatology and time series of Mitchell and Jones (2005), already on a grid with resolution 0.5° by 0.5°, were used for this purpose.  ClimGen also provides an option (the “ratio method”) that allows the changes in pattern-scaled GCM precipitation to be expressed as a fractional change from present-day precipitation (e.g., a fractional change of 1.3 would be a 30% increase) rather than as an absolute change (e.g., an increase of 23 mm/month).  The fractional changes are combined with the observed climatology by multiplication rather than addition, as are the year-to-year fluctuations (the importance of this latter point is that if the mean precipitation increases by 30%, then the magnitude of the inter-annual variability produced by ClimGen would also increase by 30%).  This option is only available for precipitation.

The two options for generation of precipitation fields described above assume that either the magnitude (standard deviation) of inter-annual variability will not change in the future, or that its magnitude will change by the same proportion as the mean precipitation (i.e., the coefficient of variation, which is the ratio of the standard deviation to the mean, will remain constant).  Analysis of the GCM simulations indicates that in many regions the inter-annual variability may change independently of the mean precipitation, and in particular in some cases the temporal distribution of precipitation becomes more skewed (i.e., with increased low or high extremes, or even both).  A third option is available within ClimGen, which modifies the observed deviations from climatology, so that the shape of a Gamma distribution fitted to the modified values has the same change in its shape as indicated by the GCM simulation (for the selected GCM and scenario).  The pattern of changes in Gamma shape parameter is scaled by the required global-mean temperature change (i.e., the pattern-scaling method is used in a similar way to the scaling of the means of the other climate variables).  This Gamma shape method is described by Goodess et al. (2003).
Linkages to other modules:  

DSM receives as input from SCM the array of annual global annual mean temperature changes since 1990 until (for example) 2100 which are converted internally to a baseline of 1961-1990 if required, and the name of the GCM to which SCM is tuned.  It also receives as input the array of years matching the global temperatures from MAGICC.  These year dates are used internally by CLIMGEN only in the final stage of the downscaling, when historic natural variability is added for the 21st century assuming the same sequence and pattern of variability as occurred in the 20th century.  
  The outputs are monthly, season or annual values of 8 climate variables on a 0.5x0.5 degree grid for the terrestrial land surface.  The user can choose whether the values  include natural variability or represent averages over a time slice of a user-specified length, a common value being 30 years.  DSM is used to drive the hydrological module as described below.
 (e) ICLIPS

The ICLIPS Climate Impact Module was constructed at the Potsdam Institute for Climate Change Research and consists of a library of regionalized climate impact response functions representing the cause-effect relationship between climate variables (monthly temperature, monthly precipitiation, and CO2 concentration) and several aggregated impact indicators (Füssel et al., 2003; Füssel, 2003).  These indicators are specified in biophysical units (i.e. impacts are not valued).   In CIAS only the biome shift functions are used which have been derived from many simulations of a modified version of the global vegetation model, BIOME1 (Prentice et al.1992).  These indicate the effects of changes in regional climate and increases of atmospheric CO2 upon natural vegetation.  These results are based on scaled climate-change patterns resulting from three different GCMs.  The library is used as a “look-up table” such that climate impacts may be determined for various outputs of global temperature change T from the MAGICC model.  Hence, the lookup tables bridge the gap between global temperature change and regional impacts, taking into account regional variations in projected climate change.  The SoftIAM portal ensures that in couplings involving linkages with SCM, ICLIPS output matching the GCM to which SCM is tuned is selected.  This is easily handled by the SoftIAM portal such that the user is alerted to mis-tuned configurations.   

Linkages to other modules:

ICLIPS is driven only by the annual global mean temperature rise since 1990 from SCM.  It does not link to any other modules currently.

(f) Hydrological module 

The hydrological module simulates river flows across the global domain at a spatial resolution of 0.5x0.5o (Arnell, 1999; Arnell, 2003), which are subsequently combined with population projections to derive of indicators of water stress (Arnell, 2004). The module uses monthly precipitation, temperature, vapour pressure and net radiation produced using the DSM, together with windspeed data taken from www.cru.uea.ac.uk to calculate river flows using a daily water budget accounting model written in FORTRAN (see Arnell, 1999; 2003 for a description of the hydrological model). The hydrological model uses a spatial data base of catchment soil and vegetation characteristics to determine model parameters at each 0.5x0.5o grid cell: currently these are exogenous variables, but conceptually it is possible for the vegetation characteristics to vary with CIAS simulations of future land cover. The hydrological model outputs a suite of hydrological indicators, characterising average monthly runoff regimes, extreme hydrological behaviour and variability in flows from year to year. These indicators can be aggregated across different spatial scales, ranging from the major basin, through region, to the continent.

Linkage to DSM 
DSM to links the hydrological model by supplying it with a timeseries of monthly values for local temperature, precipitation, raindays, vapour pressure, and mean cloud cover, each value being averaged over a 30 year time-slice within DSM.
6.  Use Cases/Integrated Model Configurations
The current CIAS model does allow demonstration of its flexibility.  Currently it can operate in several “modes” known as “use cases” or “configurations” each of which is itself an “integrated model” and which is designed to answer a slightly   different question.  Figures 3 and 4 show use cases designed to study the avoided global and regional climate impacts resulting when climate policies are applied in the economic regions covered by E3MG.  This involves a comparison of pairs of model runs, each containing a “baseline” or “no policy” case and a “climate policy” case and comparing their outputs in terms of impacts.  This comparison of policy options is similar to the approach used by Schluter and Ruger (2007) in comparing alternative water management strategies through an integrated assessment modelling study. Different timescales of application of such policies may be studied, and impacts may be examined at either the regional scale, or at the global scale, though a linkage of E3MG, IPCC_ESM, SCM, and the ICLIPS impacts tool (Use Case A, Figure 3) or through linkage of E3MG, IPCC_ESM, SCM, DSM, and hydrological module (Use Case B, Figure 4).   Here the inputs are economic policies for Carbon taxes and/or permit trading in the various world regions covered by E3MG, whilst the outputs are global climate and impacts predictions.

The linkages between the modules are currently simple linear one to one links as described in the previous section.  There are no temporal scale conversions necessary currently as each model is run sequentially over the entire modelling period (this period may be selected by the user).   At this early stage only global values of variables are being linked between models, so there are also no spatial scale conversions, except through the DSM itself..  Feedbacks that could occur between module components are not currently included at this stage of model development.  In the future we plan to include factors such as feedbacks of biome shifts upon albedo and hence climate; feedbacks of climate impacts upon human systems into the economy; and also to improve the treatment of feedbacks within modules: for example to better understand the influence of carbon cycle feedbacks upon the relationship between avoided damages and climate policy.

7.  Software Technologies used in SoftIAM

This section describes in further detail the technologies which underpin the implementation of the SoftIAM infrastructure used in CIAS.

7.1   The Flexible Coupling Approach and BFG 
The Centre for Novel Computing (CNC) in the School of Computer
Science at the University of Manchester, UK, have developed a methodology to support the flexible composition and deployment of individual models (implemented as software modules and henceforth referred to as modules) into coupled models. This approach is called the Flexible Coupling Approach (FCA) (http://www.cs.manchester.ac.uk/cnc/projects/fca). 

The approach requires the description of the (data) interface of each module which is to be composed with other modules in a coupled model. The interface describes the data which a model can provide to other models and the data which it needs from other models in order for it to execute.  The interface is used during the composition of individual models into a coupled model. The composition is performed at an abstract level, independent of the implementation details of particular application codes (software modules) which satisfy the interfaces. At this level, a module may be thought of as being implemented by a code module which contains code implementing only the  science of the module.  That is, the implementation of a module is free from details of how the module is to be called in a particular coupled model (i.e. no control code is provided; the implementation may be thought of as a Fortran or C subroutine, for example, which is to be called from an, as yet, unspecified main program code) and there is no specification regarding the mechanism the modules will use to exchange coupling data.  Details of how the modules are to behave in the coupled model are, however, completely specified at the end of the composition process, by which time all connections between modules are known.  In particular the time-step values of individual modules are known from their description (so called transformer modules may have to be included in the composition to match the input and output rates of data exchanged between models – see Section 7.1.1).  With the addition of information about which modules are to run first in the coupled model, the behaviour of the coupled model is thus completely specified. These issues are discussed at greater length later in Section 7.1.1.

In FCA there is a separation of concerns between the processes of describing module interfaces and composing modules together to form a coupled model and issues of deployment, such as how to allocate modules to executables and where (on which computing resources) to run the resulting executables. The overall process of constructing a model in this way  is termed the DCD approach.  DCD stands for Description, Composition and Deployment.

Associated with each stage of the Description, Composition and Deployment (DCD) approach is metadata which captures the relevant information from each of the three stages. Given this metadata, a code generation/configuration system, the Bespoke Framework Generator, creates appropriate code, source files and scripts to couple the individual modules using the most appropriate coupling framework or communication system in the manner specified in the DCD metadata. Thus, the BFG produces a bespoke (set of) framework code appropriate to the coupled model specified by the user.

7.1.1   Details of the Bespoke Framework Generator
The Bespoke Framework Generator (BFG) is an implementation of the FCA methodology for time-stepping coupled models. The BFG is available for download from http://www.cs.manchester.ac.uk/cnc/projects/bfg and further details may be found in Ford et al. (2006).  For use with the BFG, metadata is written in XML [W3C. Extensible markup language (XML) 1.0 (second edition) W3C Recommendation, October 2000] and is structured in the DCD (describe-compose-deploy) manner described earlier. The DCD meta-data reflects the separate tasks of describing the scientific interface of a  model, composing a coupled model from several individual modules, and deploying the coupled model onto the appropriate hardware and software resources. The description metadata, which details a module’s interface, is at a high level, suitable for specification by climate scientists, and includes information such as which fields (e.g. temperature, in degrees Kelvin, or Carbon dioxide concentration, in parts per million by volume) the module requires (inputs) and which it can provide (potential outputs). The composition metadata describes how the individual modules are to be connected - which output fields from one module are connected to which input fields of one or more other modules. The description metadata includes information about the time scale of an iteration of a module and the composition metadata captures the total run duration of the coupled model. The BFG uses this data during its code generation phase to create the coupled model according to the scientific specification provided. Individual modules that are to be coupled together will typically operate at different temporal and spatial scales. Rather than requiring the user to modify individual codes to make them compatible, the BFG approach is for the user to provide, possibly from a library, appropriate transformation modules. For example, a transformation may accumulate input from a short time scale module and output the latest data to a longer time scale module. These transformations act as the “glue” between modules. The advantage of this approach is that the scientific modules do not need to be modified from one composition to another.  In BFG transformations are treated in the same manner as individual modules. 

The description and composition metadata contain all the information required to specify a coupled model reflecting the science of a coupled application.  To allow flexibility, the BFG also requires metadata about how the coupled model is to be deployed.  This information is used to construct the appropriate communications code for the exchange of coupling data between modules.  For example, running a coupled model over different institutions, as required for CIAS, can be performed using the Grid (Foster et al.2001) and the BFG will generate the required mapping of modules to executables and the appropriate MPI communication code  to support deployment on the Grid, for example (using MPICH-G2 and the Grid middleware, Globus (Foster et al.1997)).
A module must obey a small set of rules for it to be compliant with the version of BFG used in the SoftIAM infrastucture: it must be a subroutine or function and use put(outputData,id) to provide the variable outputData and get(inputData,id) to receive data into the variable inputData. The BFG has taken the decision to limit variable support to scalar and array variables (whose size and type is encapsulated in the description metadata
). This approach was taken for two reasons. First, most scientific computation is array-based and, second, all languages support scalar and array types. The id variable is also used in the description metadata to label the corresponding field. The id variable is the link between the metadata and the module source codes.

The separation of metadata from a module’s source code and the ability to use the module code unchanged in any composition and deployment allows high levels of flexibility and reusability. The composition and deployment of a coupled model can be performed even when only  object code (for the correct operating system) is available for the modules in a coupled model and composition and deployment specifications can be altered without having to re-compile module source code.
The implementation of the BFG used in SoftIAM uses XML Schema [W3C. XML schema version 1.0. W3C Recommendation, May 2001] to define the allowable and required content of the user-supplied XML metadata documents
. BFG uses XSLT [W3C. XSL transformations (XSLT) version 1.0. W3C Recommendation, November 1999] to process the metadata documents to generate the required framework code. The BFG software consists of a constraints engine (to ensure all user-supplied XML documents are valid) and a code generation engine (to generate the framework code in the user specified programming language). The BFG supports models written in Fortran or C (depending on the chosen deployment target).  The supported targets are:

(i) sequential, which generates a single executable coupled model with modules running in sequence, and  communication via shared buffers. This deployment requires no software other than a Fortran compiler.

(ii) single machine MPI, which generates a single (SPMD-style) executable coupled model,

(iii) distributed MPI, which allows an arbitrary mapping of modules to executables and can be used for deployment on the Grid.

(iv) TDT (a communication library from PIK, http://www.pik-potsdam.de/software/tdt) using sockets.

(v) TDT using SSH, which allows communication through firewalls.

(vi) Oasis3 coupler, this is a proof of concept implementation which uses Fortran 90 modules 

(vii) Web Services, which uses Tomcat (http://tomcat.apache.org) and Axis (http://ws.apache.org/axis/) and generates webservices that communicate with each other (using HTTP and SOAP) and  call the underlying model code.

Further investigations have shown that it is possible to extend BFG support (in a limited manner) to include modules which are written directly using TDT, thus opening up the possibilities of inter-framework coupling. A further advantage of this type of interoperability comes from the TDT library's capability to establish raw socket connections between computers, both on local networks and more importantly for distributed applications, over the Internet.  For communication over the Internet, however, allowing arbitrary connections to ports on different computers is an obvious security weakness and is not a desirable solution to the problem of remote communication.  Combined with the ability to use SSH (Secure Shell) tunnelling (also known as port forwarding) the TDT becomes part of a more powerful technique for running such distributed coupled models where some components are behind network firewalls.  SSH is a network protocol for establishing a secure channel between two computers and uses public-key cryptography to authenticate the remote computer.  It requires that one port (generally port number 22) be visible through the firewall. Allowing access to this port through the firewall not regarded as a security risk.  Tunnelling or port forwarding is a feature of the SSH protocol which allows non-secure TCP/IP connections to be handled by the SSH program, forwarded over the secure connection and in turn forwarded to the appropriate recipient at the other end of the communication channel.

A coupling scenario with tunnelling involves an initial setup step whereby the
tunnels are established.  This is essentially a list of port numbers and the
fully-qualified domain name (for example somehost.example.com) of the machine to forward to. This list is specified either as arguments to a command line invocation of the SSH program or in a graphical interface to SSH. Once the tunnels are created use of them is transparent to TDT-enabled applications and appear to the module developer to be simply data transfers on a local
communication channel.

The models which were used to test this implementation of a distributed coupling have already been described: the emissions scenario module ESM, a simple global climate module (SCM) and the ICLIPS climate impact module. In addition, different implementations of these modules (i.e. BFG- vs. TDT-enabled) were tested.  The distributed modules were run on standard desktop computers running GNU/Linux at the Potsdam Institute for Climate Impact Research (PIK) and at the Centre for Novel Computing (CNC) at the University of Manchester.

The following summarises how a CIAS model consisting of E3MG_ESM at Manchester Centre for Novel Computing, SCM at the Potsdam Institute in Germany, and ICLIPS at Manchester Centre for Novel Computing, was deployed in various ways between the two sites by implementing different coupling frameworks: 
ESM at CNC  SCM at PIK  ICLIPS at CNC
TDT         TDT         TDT             TDT modules between sites
BFG         BFG         BFG             BFG modules between sites
BFG         TDT         BFG             TDT at PIK and BFG at CNC...
TDT         BFG         TDT             ...and vice versa
TDT         BFG         BFG             Mixed modules between sites

In addition, the following placement of modules was tested:
ESM at PIK, SCM at PIK, ICLIPS at Manchester CNC.
In summary, the benefits of using BFG include:

(i) Individual modules only need to be described once. Once a module conforms to the system it may be used without change in any composition or deployment.

(ii) Scientific code is separated from coupling code. This helps scientists to concentrate on science rather than computer science.

(iii) It is simple to create new compositions and to change from one deployment to another. This is all specified in xml and can be performed in a graphical environment, if needed.

(iv) It is possible to choose different coupling frameworks/communication systems with no change to individual modules or model compositions.

(v)  The system is future proof, in that the development of new frameworks, or changes to existing frameworks, will not affect individual modules or their compositions. For example the Grid technologies have evolved and are continuing to evolve. The BFG approach isolates the user from changes due to technological advancement.

(vi) The system supports interoperability between coupling frameworks.  There are a number of coupling frameworks and similar technologies being developed. The BFG approach promises the ability to allow modules to be made available (exported) to different frameworks.  Conversely, to a limited extent, it allows for modules written to conform to other frameworks to be made available (imported) to BFG.

(vii) The CIAS system design requirements pertaining to module coupling (see Section 3) are first, the ability to flexibly compose, in a flexible manner, different modules and model scenarios, secondly, to support coupled models which are distributed across institutions, including Grid deployment and thirdly, to be able to incorporate existing modules written in different languages into the system. The BFG was chosen as the coupling technology for the SoftIAM infrastructure because it meets these requirements as well as providing a number of other benefits as outlined in this section.
7.2   Other SoftIAM  Technologies

SoftIAM can support modules hosted on any machine architecture and
operating system combinations which also host an installation of the
SoftIAM software, a Secure Shell (SSH) server (http://www.ietf.org/rfc/rfc4251.txt), a Java 2 Standard Edition (J2SE) (http://java.sun.com) and an installation of MPICH 2 (J2SE is used by the internal scripting engine and data
visualization of the SoftIAM software. The SSH server allows the
scripting engine of the SoftIAM software to securely stage module
configuration and input data, build the model’s source code, if necessary, start modules running, and return the results of integrated model  runs to a remote client.  MPICH 2 is used by the BFG component of the SoftIAM software for passing data between the various modules which comprise the integrated model.  MPICH 2 is also the underlying mechanism for starting and running the generated coupled model. However, SoftIAM hides this from the end user in order to provide a consistent interface and remove the necessity for remote clients to have an installation of MPICH 2.  An integrated model as a whole can be controlled from a remote client.  This client only needs an installation of the SoftIAM software and a J2SE.  SoftIAM requires that the build, deploy and run requirements for individual modules and the overall coupled model are described in XML in a SoftIAM conformant format.  For example, the following XML defines three module codes and how to compile them (see Appendix, code 1).  A second piece of XML defines how to generate BFG components and how to execute the coupled model. In this case, BFG is using MPI as the communication protocol (see Appendix, code 2)

SoftIAM is an AJAX Web application based on GWT (Google Web Toolkit) (http://code.google.com/webtoolkit/) Servlets and EJB (Enterprise Java Beans) (http://java.sun.com/javaee/) which provides a graphical user interface for carrying out coupled modelling. For any particular coupled model user interface components are dynamically generated for the various modules which form the coupled model.  The information required to generate these user interface components is provided by the XML files which contains information about the deployment, compilation, configuration, results, etc and are associated with the individual modules.

7.3  SoftIAM Portal

The various use cases described above are each simple examples of “coupled models” referred to previously.  In order to select a particular use case, or coupled model, from those available in CIAS, the softIAM portal (http://beo1.uea.ac.uk:8080/softiam)  is used.  The portal guides the user through a sequential set of screens where the user can select, configure and execute coupled modules. After log-in, the user is presented with a series of use-case diagrams, of which Figures 3 to 4 are examples, showing how the modules are coupled together, and information about the modules and their inputs and outputs.  When the user selects a particular coupling the system shows a detailed description of each module in it, and the possibility to deploy or undeploy this coupling.  The typical steps that CIAS performs to run a coupling are:
(i)  Create a context directory where the system copies a pre-compiled
 version of the coupling in each machine where the coupling have modules.

(ii) Download for all the modules the description XML files, the configuration files and log files of the compilation, to the SoftIAM portal machine.(see Figure 1).

(iii) Allow the user the opportunity to configure the modules. This involves selection of key parameters, for example in the case of ECON, the magnitude and years of application of Carbon taxes; in the case of ESM, the emissions of greenhouse gases; and in the case of SCM, the climate sensitivity and ocean diffusivity.  A default case applies if the user does not configure the modules. SoftIAM allows multiple configurations of parameters in one coupling execution what can be useful for uncertainty analysis. The user can select a list of values, specify a range (only for numerical parameters) or select a single value for each parameter of a module. The system then can factorialize the values for the different parameters, align the values or mix these two techniques to generate the combinations of modules’ parameters that must be run.

(iv) Enable the user to run the coupling shown in the use case diagram that (s)he selected.  SoftIAM then uploads the configuration files to the corresponding machines and startsto execute the coupling.  

(v) Allow the user to examine the status of run in the portal. Once all the different configurations that the user selected for the execution are completed, the portal enables the user to download the configuration files and results, which can be  displayed  graphically through an applet.

(vi) Allow the user to remove from SoftIAM the executions (s)he has done in the system, including the execution context, configuration files and results for each configuration run. 

7.4 Uncertainty analysis in the SoftIAM portal

The SoftIAM portal includes the facility to implement latin hypercube experimental design
 (Hankin 2005) which will facilitate formal uncertainty analysis.  The portal allows the user to choose the (marginal) distribution for any subset of the parameters present in the model, and to specify the total number of model runs performed.  The user may specify any of a wide range of statistical distributions for the parameter including the Normal, Lognormal, uniform, triangular, or beta distributions.  One may also specify the Davies distribution (Hankin and Lee 2006), a distribution specifically designed for use in risk assessment.  Hence, CIAS is particularly well equipped to fulfil Jakeman et al. ‘s (2006) ninth step in best practise in modelling: quantifying uncertainty.
8. Illustrative Result: Costs and Benefits for Stabilisation of Carbon Dioxide Concentrations 

Together use cases A and B allow a presentation of the initial results coming from the CIAS model.  These indicate the costs and benefits accrued for three example scenarios in which carbon dioxide concentrations are stabilised in the atmosphere, through reductions in emissions of carbon dioxide; and some example carbon tax regimes which would achieve these stabilisation constraints.  There are several reasons why we consider these results preliminary, including:

(i) We will ultimately develop of the model further so that we can consider multi-gas pathways to stabilisation.  Indirect changes in the emissions (and hence concentrations) of methane resulting from measures to reduce CO2 emissions are included, but direct measures to reduce methane emissions are not included.

    (ii)  In creating the simulations the climate sensitivity in the SCM was arbitrarily configured at the CIAS portal to take a value of 4.2ºC.  Use of different climate sensitivities, or a different representation of the carbon cycle within the SCM, would result in different tax requirements for stabilisation.  A full assessment would require the support of a surrounding uncertainty analysis, and will be the subject of future publications.  

(iii)  The econometric equations in the E3MG are reduced to two sets: energy and export demand. The energy technologies in the model are also reduced to two sets: those for the electricity sector and, in a simpler form, those for road vehicles. Except for investment by the electricity and vehicles industries, other behavioural equations are treated as being in fixed proportions to their main determinants. E3MG is being upgraded to include econometric equations for the main other economic behavioural variables.

(iv) We have not yet carried out the kind of diagnosting testing of the coupled system which comproses Jakeman et al.’s (2006) eighth recommendation for best practise in environmental modelling.
In both use cases the information flow is from policy decisions to the economy to the climate system and thence to impacts.  In the future, the system needs to take account of feedbacks between impacts and the climate system, and between climate impacts and the economy.  As emphasised, these are the initial results only.  This section includes two illustrative "impacts" under different climate policies, using two different approaches. Changes in biomes are determined using the ICLIPS module, which uses regional-scale climate impact response functions to relate "impact" to temperature. Changes in regional water availability (runoff) are determined using the hydrological module, which uses the spatially-distributed monthly climate data derived from the DSM to produce spatially-distributed runoff.

The initial results show a comparison between the following four policy cases:

(a) a no policy scenario assuming a baseline pathway matching Common Poles-Image baseline developed by the Netherlands Environmental Assessment Agency (MNP)  and the Institute of Energy Policy and Economics in France (Criqui et al. 2003) 
Three mitigation scenarios resulting from a combination of carbon tax and permit trading which allow stabilisation of greenhouse gases in the atmosphere by 2100 at 

(b) 550 ppm CO2 only

(c) 500 ppm CO2 only

(d) 450 ppm CO2 only

These scenarios are based on a policy scenario of the application of a carbon tax in the year 2010  which is then increased linearly until 2050 when it reaches a constant value.  We gradually raised the annual increase in carbon tax between 2010 and 2050 until progressively more stringent stabilisation targets were met in 2050, producing scenarios b to d.  Figure 5 shows these preliminary illustrative carbon tax profiles.  Only modest levels of taxes are required for the 550 ppm CO2 only target, with prices starting at $11/tC in 2011 and rising to $37tC by 2020.  These rates are sufficient to increase energy efficiency appreciably and shift the electricity system to a mixture of low-carbon options including renewables, coal and gas with sequestration, and nuclear depending on region and local conditions.  The rates for the 500ppmv target are only slightly above those for the 550 ppm ppm CO2 only target.  The reason is that the small increase is a sufficient incentive to cause the conversion from gasoline to electric vehicles largely over the years to 2050.  The modelling of the conversion is highly non-linear, since it requires a system change, and the permit/tax rates required are very uncertain. As the transport sector decarbonises, it requires more electricity, and this further accelerates the move to low-carbon technologies in the electricity sector.  Third, the 450 ppm ppm CO2 only  target is much more difficult to achieve. Permit prices start at $35/tC in 2011 and rise to $198tC by 2020 and $371 by 2050. The easier, lower cost options for reducing emissions have been exhausted, and the extra growth stimulated by the higher investment is also encouraging the demand for energy in general.

The geographical distribution of the permits is as follows:  carbon tax starts in the Annex I countries except for the USA in 2011 and then extends to the USA and non-Annex I countries at low real rates from 2020, escalating to 2050 to the same levels at the Annex I rates.  The permit scheme covers the energy industries only and starts in Annex I, except for the USA, in 2011-2015.  In 2016, the energy sectors in the USA and non-Annex I countries are assumed to join at the prevailing price, and the permit price is assumed to rise until 2050, then stay constant until 2100.  50% of the permits are allocated freely to the energy users on the basis of their past emissions (known as “grandfathering”) and the rest are auctioned.
The applied carbon taxes affect fuel use, energy efficiency and energy demand, and also induce technological change (ITC) (i.e. the development and uptake of new technologies). Some technological change occurs in the absence of carbon taxes (endogenous technological change, ETC) and is included in the baseline case (a).  [However, this endogenous technological change is not sufficient to achieve global emissions reductions].  Figure 6 shows the GDP trajectory in the baseline case (a) which in the default case includes ETC, and for comparison that without ETC.  This shows that ETC is responsible for some of the growth in GDP in the baseline case.  Similarly, Figure 6 also shows the GDP trajectory for the strongest mitigation case (d).  This illustrative result shows that the stabilisation of carbon dioxide concentrations through carbon taxes and permit trading can lead to higher GDP growth rather than implying costs.  This is because when technological change is induced by allowing the technologies to respond to increase in the costs of carbon through costs of permits and taxes, the outcome is a wave of extra investment, initiated in the electricity and vehicle industries, but diffusing rapidly to all investing and other industries in all regions. This is shown to be larger and earlier than the investment in fossil technologies in the baseline. The extra investment raises economic growth, with demands being stimulated by higher incomes and supplies made available by economies of scale and specialisation.   The more stringent the stabilisation target the stronger the GDP growth.  The costs to the energy system are thus offset by general benefits from induced technological change and use of otherwise unemployed resources (through recycling of tax revenues), so that world GDP rises above baseline.  
The figure also includes (for comparison) the two matching GDP projections which would result if carbon taxes affect fuel use, energy efficiency and demand but do not induce further technological change.  In that case, a lower level of technological change is simulated within the model, which is known as endogenous technological change (ETC): it is the technological change which would occur as a result of the ongoing application and development of new science and engineering without any deliberate incentives to encourage it.  In this case, GDP still grows as a result of carbon taxes provided that the revenues are recycled.  This double dividend effect is well known (IPCC 2001c,  Bye & Rosendahl 2002).  The effects on GDP reported here contrast markedly with those commonly found by other integrated assessment systems.  A detailed discussion of the reasons for this may be found in Barker et al., 2006.  The difference in approach to estimating the GDP effects of climate policies we have adopted can be illustrated by comparing the properties of E3MG with those of MACRO, an macroeconomic equilibrium model (Manne and Richels, 1992), used in the MESSAGE integrated assessment model (see description and application in Rao et al, 2006); and also by comparison with outputs from the AIM integrated model (Masui et al., 2006) which contains a standard equilibrium model with the same properties as MACRO (Kainuma et al., 2002).  The E3MG approach allows for unemployed resources to be taken up through international policy co-operation; and it allows global economic growth to responds to technological change. The MACRO approach assumes that the global economy is at full employment, so there is no room for policy to generate more employment; and it treats technological change as exogenous to the economic system, so that policies cannot induce more change. The consequence is that integrated models incorporating equilibrium economic models such as MACRO will normally show decreases in GDP from applications of climate policies, primarily because such outcomes are imposed by assumption (DeCanio, 2003).  The flexible structure of CIAS means that it is ideally placed to repeat these model experiments using other economic models to illustrate this contrast.    
The "impacts" of the different climate policies are indexed here by temperature, sea level rise, biome shift and changes in the availability of water.  The corresponding changes in global annual mean temperature and sea level rise are shown in Figures 7 and 8 and come from the SCM within CIAS.  Stabilisation at 450 ppm avoids  1.0C of temperature rise for this model configuration, and 10 mm of sea level rise compared to the CPI scenario base line, whereas stabilisation at 550 ppm avoids only  0.5C and  5mm.  The corresponding changes in biome shifts (Use case A) for this model configuration are shown in Figure 9 and come from ICLIPS with CIAS.   Stabilisation at 450 ppm constrains biome shifts to 25% compared to 39% in the CPI base case.  However stabilisation at 550 ppm constrains them to only 32%.  Illustrative changes in water availability (Use case B) are shown in Figure 10 for North Africa, suggesting a 50% decrease in runoff compared to the 1961-1990 mean under the baseline CPI scenario.  For this model configuration stabilisation at 450 ppm CO2 only reduces this to 43% whilst stabilisation at 550 ppm  CO2 only reduces this only to 47%.  Future work will assess the sensitivity of all these outputs  to the model parameter values (i.e. model configuration), since larger or smaller benefits might accrue for the climate policy scenarios with different model configurations:  these results are included only as illustrative examples.

9  Future Plans
CIAS’s design reflects our ambitious goal of creating an array of modules in each of the discliplines which it brings together (i.e. economics, earth system, and impacts).  Users will ultimately be able to substitute different modules within each category in order to examine the robustness of outputs to paradigm shifts associated with the use of different options for economics modules or for climate modules.  In particular, CIAS will soon include an intermediate complexity earth system model, GENIE1 through the GENIEfY project (http://www.genie.ac.uk/GENIEfy/index.htm)  which contains a much more detailed treatment of the earth system, including sub-modules representing the land carbon cycle, for example.  Future versions of the Met Office Earth System Model may also use BFG, and this would enable components of this model to be linked to components of CIAS.  Feedback mechanisms are an important advantage associated with the use of any integrated assessment model and these will also be included at a later stage.  Users will also be able to connect different models together in order to address different policy questions, where different aspects of climate problem may be important, or where it is desired to find the robustness of output to the strength of a particular feedback.    Currently, CIAS only considers mitigation scenarios aimed at reducing emissions of CO2, and the resultant changes in emissions of for example CH4; in the future, CIAS will also consider multi-gas mitigation scenarios in which non-CO2 GHG emission reductions are simulated directly.

Currently, CIAS is limited to simple time-stepping, but a new version of the BFG system (termed BFG2) is under development to support more complex time-stepping and allow modules with mis-matched temporal steps to be linked together.   BFG2 will also provide support for modules which are internally parallel. Finally, support for new languages and frameworks is being added to BFG as it is required by CIAS.  

10.  Conclusions
The SoftIAM system has been used to underpin the development of a flexible distributed integrated assessment model for climate change policy analysis.  At the heart of SoftIAM lies the BFG coupling system; the flexibility provided by the BFG greatly enhances the model’s utility as a policy design tool, through the potential to complete robustness studies to intra- and inter- model uncertainties and value judgements.  A preliminary illustrative application of the CIAS model is shown, in which a carefully designed, multi-sectoral economic model is coupled to a simple climate model, and two climate impacts modules, showing how the concentrations of carbon dioxide in the atmosphere may be stabilised by the application of permit schemes and carbon taxes whilst enhancing global GDP growth through the induced technological change, and at the same time reducing the impacts of climate change.   Further development of the model is anticipated which will allow robustness studies to the use of alternative component modules based on different paradigms, and on parameter uncertainty and feedback processes, which will be published elsewhere.

Appendix
Example XML codes

Code 1

<src>

  <fileList>

    <file>ModuleIclipsIm.f90</file>

    <file>LoaderIclipsIm.f90</file>

    <file>ReadDataIclipsIm.f90</file>

  </fileList>

</src>

<language>

  <target>

    <ext>.o</ext>

  </target>

  <compiler>

    <name>ifc</name>

    <args>-c @SRC_FILES@</args>

  </compiler>

  <linker>

    <name>ar</name>

    <args>-rsv libiclips-im.a @OBJ_FILES@</args>

  </linker>

</language>

code 2

<BFG>

  <mpi>

    <type>fortran</type>

    <args>-n 1 -host beo1.uea.ac.uk -dir @.@ iclips-im.exe</args>

    <implementation>

      <name>ModuleIclipsIm</name>

    </implementation>

    <language>

      <target>

        <ext>.o</ext>

      </target>

      <compiler>

        <name>mpif90</name>

        <args>-c @SRC_FILES@</args>

      </compiler>

      <linker>

        <name>mpif90</name>

        <args>-oiclips-im.exe @OBJ_FILES@ -liclips-im @LIBRARY_PATHS@</args>

        <libraryPaths>

          <directive>-L</directive>

          <dirList>

            <dir>@.@</dir>

          </dirList>

        </libraryPaths>

      </linker>

    </language>

  </mpi>

</BFG>
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Figure Captions

Figure 1.  An overview of the SoftIAM infrastructure for CIAS
Figure 2.  The Current Community Integrated Assessment System
Figure 3.   Use Case A.

Figure 4.  Use Case B.

Figure 5.  Illustrative carbon tax profiles.

Figure 6. Illustrative effects of carbon taxes (with permit trading and revenue recycling) on GDP compared to a baseline case with no carbon taxes, showing the effect of including induced technological change in the modelling exercise.
Figure 7.  Global annual mean temperature rise relative to 1990 for illustrative stabilisation scenarios compared to a baseline case
Figure 8.  Global annual sea level rise relative to 1990 for illustrative stabilisation scenarios compared to a baseline case
Figure 9.  Biome shifts for illustrative stabilisation scenarios compared to a baseline case
Figure 10.  Runoff in North Africa for illustrative stabilisation scenarios compared to a baseline case
Table Captions

Table 1. Example of linkage between modules: Units conversions in E3MG_ESM are used to link E3MG to SCM
























































































































































































































































































� Prior to the operation of SoftIAM the scientific validity of the coupling between the modules to make an integrated model is ensured by participating scientists. SoftIAM is not used to create integrated assessment models that have not been scientifically validated.


� Module source code must be available for SoftIAM to either transfer to or access on the same machine on which the executable for that module is to be built and run unless module codes are provided as binary libraries or cross-compilation is possible. 





� The GCM datasets were obtained from the IPCC Data Distribution Centre at � HYPERLINK "http://www.ipcc-data.org" ��http://www.ipcc-data.org�.  The GCM outputs currently incorporated in ClimGen were used in the IPCC TAR (2001): HadCM3  A1F1, A2 (ensemble of 3 runs), B1, and B2 (ensemble of 2 runs); ECHAM4  A2 and B2; CSIRO mark 2 A2, B1, and B2; NCAR PCM A2 and B2; and CGCM2 A2 and B2 (each an ensemble of 2 runs).  In the future, ClimGen will be extended to include patterns from the GCMs simulations that are used extensively in the IPCC AR4 (2007).





� In order to cater for different memory storage sizes for variables (e.g. on different operating systems) it is also necessary to capture low-level details such as the size of basic types in the metadata.


� See http://www.cs.manchester.ac.uk/cnc/schema/bfg.


� A flag could be activated to compile all the couplings of the system when SoftIAM server is started. Later, SoftIAM uses these pre-compilations to generate coupling execution contexts, saving time as a coupling is compiled once but used in many executions. If all the couplings was compiled before that flag can be deactivated to speed up the system restart.


� A latin hypercube is a method by which multiple parameters of a model may be varied simultaneously, and finds use in many uncertainty analyses.  In essence, the value of each variable is allowed to vary across its allowable range; the latin hypercube design has many desirable statistical properties. 





�Goodess CM, Osborn TJ and Hulme M (2003) The identification and evaluation of suitable scenario development methods for the estimation of future probabilities of extreme weather events. Tyndall Centre Technological Report 4, Tyndall Centre, UEA, Norwich, UK, 69pp.


�Rachel – I’ve added this paragraph describing pattern scaling background, because I think it provides useful information to those not familiar with the technique.  But if you are pushed for space, then you could delete it.


�Mitchell, J.F.B., T.C. Johns, M. Eagles, W.J. Ingram, and R.A. Davis, Towards the construction of climate change scenarios, Clim. Change, 41, 547-581, 1999.


Mitchell, T.D., Pattern scaling: an examination of the accuracy of the technique for describing future climates, Clim. Change, 60, 217-242, 2003.


�The internal ClimGen database of global-mean temperature changes probably aren't actually used by the CIAS version of ClimGen.  They are only there for people who haven't got a MAGICC SCM coupled with ClimGen, and therefore need to know typical time series of global-temp change.  But in CIAS global-temp change is predicted by MAGIC SCM and passed to ClimGen as a parameter.
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