
  

THEOREM 1. Given a tensor T as well as the vector 1 2[ , , , ]T n
nX x x x= ∈   and 

1 2[ , , , ]T n
nY y y y= ∈  , which denotes important scores of proteins and different categories of 

interactions between proteins, respectively. The number of iteration depends on parameters α 

Proof. We formally described the relationships between X and Y based on the tensor T using the 
following equation: 

( , , ), ( , )X f T X Y Y g T X= =                                                                (1) 

The most critical task for us was to design reasonable functions f and g and to calculate X and Y 
respectively. We now propose the idea to define a higher-order Markov chain by normalizing the 
tensor. This leads to two probability transition tensors (1) (1)( ) n n l

ijkT t × ×= ∈  

and (2) (2)( ) n n l
ijkT t × ×= ∈  that are calculated as follow: 
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(3) 

We can then easily obtain the following formulas: 
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Equation (2) and Equation (3) can be interpreted as the transition probabilities of two third-order 
Markov chains ( )t tX ∈  and ( )t tY ∈ , respectively.  

(1)
, , 1[ | , ]i j k t t tt P X i X j Y k−= = = =                                                    (6) 

(2)
, , 1[ | , ]i j k t t tt P Y k X i X j−= = = =                                                     (7) 

If the last state was the i-th node, then the next state is the j-th node through the k-th type of 
interaction with probability (1)

, ,i j kt . Similarly, (2)
, ,i j kt  can be considered as the probability of selecting the 

 



 

k-th type of interaction from the j-th node to the i-th node. For the calculation of the random variables 
X and Y, the above two equations are deduced according to the total probability formula as follows: 
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(9) 

1[ , ]t tP X j Y k− = =  represents the joint probability distribution of Xt-1 and Yt, and 1[ , ]t tP X i X j−= =  
denotes the joint probability distribution of Xt-1 and Xt. Considering the steady state of the Markov 
chain, we can obtain the follow formulas: 
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 lim [ ],  (1 )k tt
y P Y k k m

→∞
= = ≤ ≤                                                  

   
(11) 

It is very difficult to calculate X and Y due to their coupling to each other and the observation that 
they contain two joint probability distributions in Equations (8) and (9). In this study, we assumed 
that the random variables X and Y were completely independent of each other. Thereafter, we could 
obtain these following formulas: 

1 1[ , ]= [ ] [ ]t t t tP X j Y k P X j P Y k− −= = = =                                         (12) 

 1 1[ , ]= [ ] [ ]t t t tP X i X j P X i P X j− −= = = =                                            (13) 

Based on the above assumption and the fact that t continues to infinity, Equations (10) and (11) 
could be deduced as: 
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Based on this, we designed the proper solutions for the functions f and g. Therefore, the random walk 
with restart algorithm in the multiplex biological network case could be described as follows: 

(1)
1 1 0(1 )t t tX T X Y Xα α− −= × × + − ×                                               (16) 

(2) 2
t tY T X= ×                                                                   (17) 

The restart vector, X0, represents the initial probability distribution. α is the restart probability.  

 


