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Fig. 16. Average throughput of each STA vs RTT of flows for others. There are provider, client and eight other STAs. RTTs between AP
and corresponding server for provider and client were 10 ms, while RTT for the other varied as x axis. Bottlenecklink was IEEE 802.11a
WLAN with physical transmission rate of 24 Mbps.

Second, we investigate a case where RTT between the corresponding server for other STAs and the
AP RTTo is different from RTT between the proxy server and the AP RTTP . Since the proxy server is
located in the same AS as the AP and the others’ corresponding server is located in somewhere in the
Internet, RTTo can be a little or much larger than RTTP . We assume that RTTP was 10 ms while RTTo

varied from 100 ms to 500 ms. We fixed the total number of STAs to 10, which consists of a provider,
a client and eight other STAs. Figure 16 shows average throughputs of each STAs vs RTT of flows for
others. We set the required throughput ∆r to 600 kbps. This figure also shows that the client maintains
its increased throughput approximately 600 kbps larger than compared with ‘w/o delegation (compliant)’
while others’ throughputs are not changed regardless of RTT. As in the above observations, our method
enables the client to increase its throughput, which is always beneficial regardless of how much the
increase is particularly when they download files or receive audio/video streams with progressive
download as described in Sect. I.

V. RELATED WORK

Our window size delegation method in Sect. III enables a STA to delegate its throughputs to another
STA in accordance with the required throughput without any effect on other STAs. Our method requires
only a proxy server which is compliant with our method. To the best of our knowledge, any conventional
methods cannot do this. In this section, we introduce several conventional methods as below.

Many flow level QoS control methods have been proposed including IntServ and DiffServ architectures
[5]-[8]. In [5]-[7], their approaches are basically to control bandwidths and/or delays of flows between
edge routers. They can differentiate throughput and/or delays among flows, while they require replacement
or modifications on edge routers, which are limited to their application range. On the other hand, it has
been discussed how to prioritize throughputs for specific STAs with only modifications on a server [8].
In [8], when a server receives duplicate ACKs from prioritized STAs, the server decreases congestion
window size of flows for other altruistic STAs instead of the prioritized STAs’ congestion window size.
However, this method cannot ensure to increase a throughput of prioritized STA when the number of
altruistic STAs is not satisfactorily large.

On the other hand, in WLANs, MAC level QoS control methods also have been proposed including
a QoS standard of WLANs called IEEE802.11e [4]. The AP equipped with IEEE802.11e can prioritize
packets classified as specific traffic like video and voice and differentiate throughputs for them from the
other traffic. However, it does make it without giving some effect on other STAs in the network especially
when the network includes non-compliant STAs. Cooperation methods have been also discussed [9], [10]
in WLANs. They discussed cooperation in packet forwarding, which can be also effective but is a different


