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Fig. 12. Throughput for each STA vs α when (a) β = 0.3, (b) β = 0.5, (c) β = 1.0 with one additional TCP flow other than client and
provider (other). The model in Fig. 8 was used

result as a function of ∆r, which is the required additional throughput from the client: how much the
client wants to increase its throughput than before starting TXOP Exchange. We see in the figure that
the throughput of the client is successfully controlled almost equally to ∆r without affecting that of the
other STA.

C. Performance of window size delegation method in WLANs
We here evaluate the performance of our method with using a wireless network in Fig. 9. Figure 14

shows the average throughput of each STA as a function of ∆r. In this figure, we confirm the throughput
for the client is increased almost equally to ∆ compared with ‘w/o delegation’ without affecting the
throughput for the other STA.

Next, we evaluate the scalability of our method through the following two scenarios, in which the same
simulation parameters are used as in Fig. 11 except the number of STAs and RTTs between corresponding
servers and the AP.

First, we investigate a case where the number of other STAs varies. We assume a network with a
provider, a client, and No other STAs. RTTs here were identically set to 10 ms. Figure 15 plots the
average throughput of each STA as a function of No, in which ‘w/o delegation (compliant)’ indicates


